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## Preface to "Description of the Cover Image"



Starry Night, Vincent van Gogh, 1889 Oil on canvas, $73 \times 92 \mathrm{~cm}, 283 / 4 \times 361 / 4 \mathrm{in}$ Museum of Modern Art, New York City.

Art experts have long marvelled at the emotional chaos apparent in the later paintings of the Dutch artist Vincent Van Gogh. Perhaps that is because the images reflect light in a way that mimics the physics of turbulence. At least that is the view of a team of physicists led by Jose Luis Aragon of the National Autonomous University of Mexico, who analysed several of VanGogh's later paintings, including Starry Night, Road with Cypress and Star and Wheat Field with Crows. Mathematically, they studied how the luminosity, which is a measure of the total amount of visible light reflected off the paintings, varied across the canvas. Specifically, they analysed the likelihood that two points a distance D apart would have the same, or similar, brightness. In each of the paintings, they found that points further apart were statistically less likely to have similar luminosities. This in itself is not surprising. But this probability decreased in a very simple way, in proportion to the distance between the points, D , raised to some power. This pattern is significant. The very same pattern characterizes variations in fluid velocity at different points in a churning, turbulent liquid, a property called Kolmogorov scaling, after the Russian physicist Andrei Kolmogorov. "Some art critics, have said that Van Gogh's paintings give the impression of looking through a turbulent atmosphere," says team member Gerardo Naumis. "But we were very, very surprised by the close link to Kolmogorov's theory."

Also surprising is the difference between Van Gogh's later and earlier work. The pattern of luminosity in the paintings Van Gogh created during periods of emotional calm bears little resemblance to real-world turbulence. A strong visual sense of turbulence, apparent also in the mathematical analysis, appeared only in paintings created during times when he was psychologically disturbed. Van Gogh painted his famous Starry Night, for example, during a year spent in an asylum. In contrast, he completed his Self-Portrait with Pipe and Bandaged Ear
in a state of self-described "absolute calm". Mathematically, this work lacks the signature of turbulence. Naumis speculates that there could be some link between fluid turbulence and the dynamics of neural processes in disturbed individuals, and that mathematics might provide a means for detecting psychic disturbance through the analysis of drawings. "The work so far is only a first step," he says. "We need to apply it to patients and see if it works".
(By Mark Buchanan, New Scientist, 15 July 2006)
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Understanding of the role of turbulence in controlling transport processes is of paramount importance for the preservation and protection of aquatic ecosystems, the minimization of the deleterious consequences of anthropogenic activity, and the successful sustainable development of river and maritime areas. In this context, the present Special Issue collects 15 papers which provide a representation of the present understanding of turbulent processes and their effects in river and maritime environments. The presented collection of papers is not exhaustive, but it highlights the key priority areas and knowledge gaps in this field of research.
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#### Abstract

Understanding of the role of turbulence in controlling transport processes is of paramount importance for the preservation and protection of aquatic ecosystems, the minimisation of deleterious consequences of anthropogenic activity, and the successful sustainable development of river and maritime areas. In this context, the present Special Issue collects 15 papers which provide a representation of the present understanding of turbulent processes and their effects in river and maritime environments. The presented collection of papers is not exhaustive but it allows for highlighting key priority areas and knowledge gaps in this field of research.


Keywords: rivers; maritime areas; turbulent processes

## Introduction to the Special Issue

As the contents of this Special Issue of Water illustrate, there remains an enduring fascination with the classical topic of turbulence and the properties of turbulent flows in an environmental context. Despite many years of investigation and many major advances, the subject continues to offer interesting and difficult research challenges. Nowhere are these challenges more prominent than in the fields of environmental fluid mechanics and environmental hydraulics, where an understanding of the role(s) of turbulence in controlling transport processes (mass, heat, solute, momentum) is crucial for the sensitive management of natural resources, the preservation and protection of aquatic ecosystems, the minimisation of deleterious consequences of anthropogenic activity, and the successful sustainable development of river and maritime areas. In order to achieve these goals, there is an urgent need for research on the fundamental properties and action(s) of turbulence to enable and guide appropriate implementation of the above objectives. Modelling investigations (analytical, laboratory, numerical) have key roles to play in this process (in conjunction with carefully-designed field measurement and monitoring campaigns), if the demands and standards of regulatory agencies are not only formulated correctly but also applied effectively. The papers contained within this issue provide an illustration of the current activity and the strength of these approaches.

The importance of recognising and understanding turbulent processes in the aquatic environment has increased with: (1) the nonlinear global economic development that has occurred in the past 50 years; (2) the recognition that such growth has the potential for (and in many cases has caused) significant negative impacts on such environments; and (3) the unrelenting social and political opposition to such consequences. These factors have taken place during a period in which energy sources have shifted and diversified and demands on water for domestic and industrial consumption have grown. All of these developments have resulted in the emergence of new and important problems in environmental fluid mechanics that rely on an understanding of turbulent processes for their amelioration or solution. In some cases, the existing research tools required to prepare responses to new external environmental threats are poorly developed or inadequate.

In the river and maritime context, recent examples are: (1) Desalination and solution mining activities to meet, respectively, water and gas storage needs, with resultant discharge of extremely high concentration brine into sensitive marine waters populated by vulnerable flora and fauna; (2) increased flood protection measures that affect sediment distributions in rivers and coastal zones and affect the state of bordering wetlands; and (3) traffic management (tunnels, bridges, harbours, etc.) that disrupt and modify established natural flow and wave conditions. A common and continued theme in this context for many years has been the pollution of the coastal marine environment as a result of anthropogenic activities associated with, for example: (1) The discharge of domestic and industrial waste water; (2) the unregulated and accidental release of petroleum and hydrocarbon products from marine traffic and offshore exploration/production installations; (3) the run-off of animal waste and fertiliser-derived nutrients from agricultural land; and (4) the construction of marine structures and waste disposal and treatment systems. All of these processes affect population health, marine ecology, economic prosperity, commercial operations, and environmental sustainability. Likewise, all of the scientific and engineering challenges associated with tackling the negative consequences require detailed knowledge of the hydrodynamic state of the affected zones. This is particularly important when it is clear that the tools available to satisfy regulatory authority guidelines may no longer be adequate for some environmental scenarios.

From a demand point of view, burgeoning interest in understanding the nature of turbulence in river and marine regions has been stimulated in recent years by: (1) The identification of numerous, previously-overlooked or previously-intractable turbulence processes controlling key environmental phenomena; (2) the recognition of the inter-connected roles of turbulent flow, sediment, vegetation, waves, boundary conditions, and the spatial and temporal distributions of contaminant sources in determining the state of the aquatic environment; and (3) the realisation of the importance of multiand inter-disciplinary approaches to meet, target, and solve ecosystem challenges. Concurrent with the above developments, there has been significant "supply" growth in computational tools to develop new and powerful numerical modelling approaches to such problems, together with technological improvements in measurement devices for laboratory and field conditions to enable increased spatial and temporal resolution to be achieved for the distribution of key environmental parameters (e.g., velocity, vorticity, solute, contaminants, dissolved oxygen etc.) in turbulent flows relevant to the problems outlined above.

The wide-ranging survey above surely confirms that no justification is required to assess recent progress in understanding turbulence and turbulent processes through the medium of this thematic Special Issue. The constituent papers have been assembled from the work of individuals and groups of researchers working in a wide range of research areas in river and maritime environments, in order to provide a timely indication of the breadth and depth of current research effort in these areas. Not least, the contents of the papers serve to highlight key priority areas, knowledge gaps, and growth points in research activity in river, coastal, estuarine, and near-shore environments. The 15 papers contained within the Special Issue reflect the range of problems where new high quality data from laboratory and CFD (Computational Fluid Dynamics) modelling studies, and field measurements aid the interpretation of classical flow features in complex flows in: (1) Open channels, river mouths and river canyons [1-8]; (2) breaking waves and wave-current interactions in coastal zones [9-14]; and (3) gravity currents in natural channels [15]. Most significantly, the papers provide examples of where emerging problems associated with the disposal of dense brine into the aquatic environment are being tackled by detailed measurements of the turbulence properties of the flows.

The choice of papers for inclusion was dictated primarily by the timeliness of the work and the focus of the studies on turbulence and turbulent processes applicable to the chosen environmental zones. Overviews of a particular topic of research in individual areas of expertise and exposure of the current and future challenges associated with these areas were particularly encouraged. Rigorous reviewing protocols were applied in selecting the papers for inclusion.

Conflicts of Interest: The authors declare no conflict of interest.
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#### Abstract

The target of this paper is to measure the modifications that regular waves induce on the geometrical features and dilution of inclined negatively buoyant jets. In order to achieve this aim, we have carried out a set of experiments in a wavemaker-equipped flume, by measuring the concentration fields via light-induced fluorescence, a non-intrusive and full-field image analysis technique. The wave and jet parameters were selected in order to simulate the case of a typical discharge of brine, from a desalination plant, into the Mediterranean Sea, and compare it to a reference case, i.e., the same jet discharging into a stagnant water body. The mean concentration fields were obtained, as well as the geometrical features and dilution of the jets. The three main effects of waves on inclined negatively buoyant jets are the bifurcation (i.e., the separation in two branches), the rotation of the point of maximum height and the oscillation of the impact point around a fixed position different from the stationary one, and the reduction in size of the sea region interested by the discharge; this last effect increases with the wave period. As a consequence, under waves with high period and amplitude, the dilution of inclined negatively buoyant jets tends to decrease.


Keywords: inclined negatively buoyant jets; regular waves; dilution; sea discharges

## 1. Introduction

A negatively buoyant jet (NBJ) is the phenomenon that develops when a fluid is discharged, with a non-negligible momentum, in a less dense fluid. As the jet tends to fall downwards, it is typically released upwards, with a certain angle to the horizontal, in order to increase the path length and, consequently, the final dilution. Due to the several practical applications of inclined NBJs (see Ferrari and Querzoli, 2010 [1], for a list), many researches during the last few years focused on this topic.

In particular, many experimental investigations on NBJs released into a stationary receiving body can be found in recent years. Qiao et al. (2017, [2]) carried out an experimental and theoretical study on the internal hydraulics of NBJs from diffusers for sewage disinfection. Bashitialshaaer et al. (2012, [3] and 2015, [4]), measured in a laboratory model the geometrical features and the dilution of inclined NBJs. Seo and Song (2015, [5]) tested the influence of different diffuser types on the dispersion of NBJs for the particular application of the discharge of cooled water. Christodoulou et al. (2015, [6]) focused on the achieved dilution at the impact point and on its dependence on the NBJ inclination and on the densimentric Froude number. Oliver et al. (2013, [7]) removed the bottom boundary to find dilutions not affected by the stratification of dense effluent at the bottom. Geyer et al. (2012, [8]) experimentally obtained a chart of the dependence of flow types on Richardson, Reynolds and Weber numbers. Papakonstantis et al. (2011-a [9] and 2011-b [10]) experimentally studied the geometrical characteristics (via image analysis techniques) and the concentration (via probes) of inclined NBJs. In other experiments, velocity measurements were performed (e.g., Crowe et al., 2012 [11] and 2016 [12], Besalduch et al., 2013 [13] and 2014 [14]), highlighting, among the other results, the different turbulent quantities in the upper and lower boundaries of NBJs.

The number of experimental investigations on the discharge of NBJs into a non-stationary receiving body are much less. Malcangio et al., 2016 [15], studied in the laboratory the turbulent features of vertical buoyant jets discharged into a transversal current. Hajikandi and Barjastehmaleki ( $2015,[16])$ and Lai and Lee $(2014,[17])$ experimentally studied the mixing of inclined NBJs discharged into, respectively, a co-flow and a perpendicular cross-flow. Yang et al. (2005, [18]) experimentally investigated NBjs with a different angle discharged in a cross flow. Davies et al. (2001, [19]) and Davies and Ahmed (1996, [20]) studied, with both laboratory and numerical simulations, the peculiar case of an NBJ discharged horizontally into a rotating homogeneous fluid. Moreover, Stancanelli et al. (2018, [21]), experimentally investigated a buoyancy current in the presence of regular waves.

Regarding the jets released into a wave environment, some experimental researches on horizontal NBJs, on positively buoyant jets and on simple jets can be found in the literature. Bas et al. (2012, [22]) focused their experiments on the effect of the wave direction (discharge in the wave direction or in the opposite direction) on the dilution of horizontal NBJ. They found a higher dilution for the discharge in the opposite direction to the wave propagation, compared to both the dilution obtained in a stagnant receiving environment and the dilution of the co-flow discharge. Lin et al. (2011, [23]), investigated experimentally the turbulent properties of horizontal NBJs and non-buoyant jets under regular progressive waves via Particle Image Velocimetry (PIV). They found that dilution is increased by the wave motion. The same authors (Lin et al. 2013, [24]) measured, via PIV, the mean velocity and turbulence properties in a horizontal (positively, neutrally and negatively) buoyant jet discharged in the opposite direction to the wave propagation. They found that the width and the dilution of the positively and negatively buoyant jets increased in the wave receiving environment. Also Chin (1987, [25]) and Sharp (1986, [26]) observed experimentally that the dilution of a buoyant jet in a wave environment is significantly higher than in a stagnant one.

Many other Authors found similar results about the increased dilution due to the larger spreading caused by waves also on simple jets (e.g., Xu et al., 2016-a [27] and 2016-b [28], Hsiao et al., 2011 [29], Chang et al., 2009 [30], Ryu et al., 2005 [31], Mossa, 2004 [32], Chyan and Hwung, 1993 [33], Chyan et al., 1991 [34]). In this context, the classification formulated by Chyan and Hwung (1993, [33]) for the regions of a jet interacting with waves is particularly relevant: They identified three regions, namely the jet deflection region, the transition region and the developed jet region. In the jet deflection region, the jet still has most of its initial momentum and so it tends to preserve its shape; the influence of the wave on the jet deflection region is consequently an oscillation of the jet around its stationary position. This behavior has been confirmed by the experiments of Mossa (2004, [32]), Chyan et al. (1991, [34]) and Sharp (1986, [24]): They have shown that this oscillation has a considerable effect on the jet dilution. In the developed jet region, a periodic deflection, observed by Chyan and Hwung (1993, [31]) and Chin $(1987,[26])$, was found to be one of the main reasons for the higher dilution reached by a jet released in the presence of waves.

Although the increase of the dilution of a jet has been measured in many experimental investigations, to the best of the authors' knowledge the effects of regular waves on inclined (not horizontal or vertical) NBJs were never investigated before. For this reason, Ferrari and Querzoli, 2015 [35], performed a preliminary series of experiments that highlighted significant differences among the behavior of simple or positively buoyant jets and the case of the inclined negatively buoyant jets. As a consequence, a new set of carefully designed experiments were performed, with the main aim of better characterizing the peculiar behavior of negatively buoyant jets in a wavy environment and, in particular, of measuring the changes in the most important parameter for the design of environmentally friendly sea outfalls, i.e., the achieved dilution. In the present paper we present the results arising from this new set of experiments.

This paper is structured as follows: In Section 2, the experimental set-up, the run parameters and the data elaboration are briefly described; in Section 3, the results are shown and discussed; in Section 4, the conclusions are drawn.

## 2. Materials and Methods

The experimental set-up simulates a typical configuration of a submarine outfall, i.e., the discharge from an orifice in the lateral wall of a pipe laid down on the sea bottom. A solution of water, sodium-sulphate and fluorescein was released, through a sharp-edged orifice outlet with a diameter $D=4.0 \mathrm{~mm}$ and an angle to the horizontal $\theta=67^{\circ}$, into a flume with glass walls. The solution came from a constant head tank to a cylindrical pipe with a 25.0 mm diameter. The sodium-sulphate was employed to increase the density of the solution, the fluorescein to allow concentration measurements via a Light Induced Fluorescence (LIF) technique (a non-intrusive and full-field image analysis technique). The flume is 21.00 m long and 0.30 m wide and it is equipped with a piston-type wavemaker, on one side, and an absorbing beach, on the opposite side, to minimize the reflections. The wavemaker can produce monochromatic or random waves. The water depth $d$ was kept constant at 0.40 m .

The key parameter controlling the behavior of negatively buoyant jets is the densimetric Froude number $F r$ :

$$
\begin{equation*}
F r=\frac{U}{\sqrt{\frac{g D\left(\rho_{D}-\rho_{R}\right)}{\rho_{R}}}} \tag{1}
\end{equation*}
$$

where $U$ is the outlet mean velocity, $g$ the gravitational acceleration, $\rho_{D}$ the discharged fluid density and $\rho_{R}$ the receiving fluid density. The Reynolds number is defined here as $R e=U D / v$, where $v$ is the kinematic viscosity of the discharged fluid. Two sets of experiments were performed, with Fr equal to 18.0 and 28.0, and a $\operatorname{Re}$ of $10^{3}$ (higher than the critical value of around 500 for the present set-up, as shown by Ferrari and Querzoli, 2010 [1]) and five monochromatic waves, with wave periods $T$ of $0.50 \mathrm{~s}, 1.00 \mathrm{~s}$ and 1.50 s (corresponding to wave lengths $L$ of $0.39 \mathrm{~m}, 1.56 \mathrm{~m}$ and 3.51 m ) and wave amplitudes $A$ of 5.00 mm and 12.50 mm (see Table 1). A reference run with a NBJ released in a stagnant environment was performed for each $F r$. The ratio of the water depth $d$ to the wave length $L$ was in the deep-water regime $(d / L=1.02)$ or in the intermediate-depth water regime ( $d / L=0.26$ and 0.11 ); the ratio between the wave height $H=2 A$ and $L$ was between 0.003 and 0.026 , typical values of a long wave. The experimental set-up dimensions and wave parameters were chosen in order to simulate a typical submerged discharge in the Mediterranean Sea, with respect to the geometrical similarity (scale model $K_{L}=L_{M} / L_{P}=1 / 40$; the subscript $M$ stands for Model and the subscript $P$ for Prototype), to the kinematic similarity and to the dynamic (Froude) similarity, achieved through the respect of the following equations (see e.g., Von Ellenrieder and Dhanak, 2016 [36]):

$$
\begin{equation*}
A_{M}=A_{P} K_{L}, \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
T_{M}=T_{P} \sqrt{K_{L}} . \tag{3}
\end{equation*}
$$

In Figure 1, the data of the wave period, $T$, versus the wave height $H$ recorded by the Alghero wave buoy (in the north-western sea of Sardinia) of the RON—Rete Ondametrica Nazionale (Italian national wavemetric system [37]) from 2002 to 2014 are shown. These data were employed to define the wave parameters of the present experiments. As a matter of fact, by using Equations (2) and (3), the simulated prototype waves have $H=2 A=0.40-1.00 \mathrm{~m}$ and $T=3.16-6.32-9.49 \mathrm{~s}$, hence their values are within the range of those registered by the Alghero wave buoy.

The jet is discharged rightwards, in the opposite direction to the wave propagation and the flume is long enough to avoid an accumulation of dense fluid on the bottom during the duration of the experiment.

The axial vertical jet section was illuminated by a light sheet and a 3-CCD video-camera placed orthogonal to the light sheet. The experiments were recorded with a frame rate of 25 fps , a resolution of $720 \times 576$ pixels and a bit depth of 8 bit per color. As a consequence, the recorded images showed a bright jet on a dark background and, as the fluorescein concentration was very low, a linear relationship between the light intensity and the salt concentration holds true (Troy and Kosseff, 2005 [38], Sutton et al., 2008 [39]), so we used light intensity as a proxy for the salt concentration.

The free surface levels were measured via the image analysis technique developed by Ferrari et al., 2016 [40]; the framed zone for the wave height measurement had a spatial resolution of around $11.62 \mathrm{px} / \mathrm{mm}$, so the 10 mm height wave was measured with a resolution of around $\pm 0.86 \%$ and the 25 mm height wave with a resolution of around $\pm 0.34 \%$. The resolution in the concentration measurements is around $0.4 \%$. The resolution on the measured distances ( $X / D$ and $Y / D$ ) depends on the spatial resolution of the investigation area, which is not the same for every experiment and varies from a minimum of $14.26 \mathrm{px} / \mathrm{cm}$ (run 7) to $20.89 \mathrm{px} / \mathrm{cm}$ (run 6). In addition, following Bendat and Piersol, 2010 [41], the uncertainty of the statistics presented in this paper was estimated from their standard deviation and was then computed over all the recorded images for each experiment ( 5000 for $T=0.5 \mathrm{~s}, 10000$ for $T=1.0 \mathrm{~s}, 15,000$ for $T=1.5 \mathrm{~s}$ ); the maximum uncertainty varies from a minimum of $3.35 \%$ (run 3) to a maximum of $4.52 \%$ (run 8 ).

Table 1. Main parameters for the experiments; $A$ is the wave amplitude, $H$ the wave height, $T$ the wave period, $L$ the wave length, $d$ the water depth $(0.40 \mathrm{~m}), F r$ the densimetric Froude number; experiments 1 and 7 were performed without waves as reference cases.

| Exp. | $A[\mathrm{~mm}]$ | $H[\mathrm{~mm}]$ | $T[\mathrm{~s}]$ | $L[\mathrm{~m}]$ | $d / L$ | $H / L$ | $F r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | - | - | - | - | 18.0 |
| 2 | 5.00 | 10.00 | 0.50 | 0.39 | 1.02 | 0.026 | 18.0 |
| 3 | 5.00 | 10.00 | 1.00 | 1.56 | 0.26 | 0.006 | 18.0 |
| 4 | 12.50 | 25.00 | 1.00 | 1.56 | 0.26 | 0.015 | 18.0 |
| 5 | 5.00 | 10.00 | 1.50 | 3.51 | 0.11 | 0.003 | 18.0 |
| 6 | 12.50 | 25.00 | 1.50 | 3.51 | 0.11 | 0.007 | 18.0 |
| 7 | 0 | 0 | - | - | - | 28.0 |  |
| 8 | 5.00 | 10.00 | 0.50 | 0.39 | 1.02 | 0.026 | 28.0 |
| 9 | 5.00 | 10.00 | 1.00 | 1.56 | 0.26 | 0.006 | 28.0 |
| 10 | 12.50 | 25.00 | 1.00 | 1.56 | 0.26 | 0.015 | 28.0 |
| 11 | 5.00 | 10.00 | 1.50 | 3.51 | 0.11 | 0.003 | 28.0 |
| 12 | 12.50 | 25.00 | 1.50 | 3.51 | 0.11 | 0.007 | 28.0 |



Figure 1. Wave period $T$ versus wave height $H$ recorded by the Alghero wave buoy in the period 2002-2014; data from the Rete Ondametrica Nazionale (Italian National wavemetric System) [37].

In Figures 2 and 3, two instantaneous visualizations of an inclined negatively buoyant jet with $F r=28.0$, released respectively in a stagnant and in a wavy environment with $T=1.00 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$, are shown. High concentrations are indicated by pale grey, low concentrations by dark grey. Figure 2 shows that an inclined NBJ released in a stagnant environment has an ascent region (where the initial
momentum prevails on the negative buoyancy) followed by a descent region (where the negative buoyancy prevails). Moreover, the jet luminosity close to the outlet is high (as indicated by the pale grey color) and it tends to reduce along the jet path, pointing out the dilution caused by the entrainment of external fluid into the jet. As a matter of fact, the external fluid has null concentration, so its color is black. Few seconds of this experiment are shown in the movie "Run7_Ferrari_et_al.mp4", available as Supplementary Material. Figure 3 shows the modifications induced on the NBJ (the same of Figure 2) by the waves: Even if these modifications will be discussed in depth in Section 3, it is apparent that this jet, even though it still has an ascent and a descent region, has a different shape and is lower and shorter than the one released in the stagnant environment. Few seconds of this experiment are shown in the movie "Run10_Ferrari_et_al.mp4", available as Supplementary Material.

An image of the background was obtained by recording, before each run, 100 images without the NBJ and computing their point-by-point average. This image of the background was then subtracted from each image with the NBJ, and the resulting images (field of light intensity) were normalized by the grey level measured at the outlet, corresponding to the initial concentration $C_{0}$. The subtraction of the background from the images with the jet allows us to remove sources of light not linked to the discharged fluid concentration. The subtraction of the background explains why the cylindrical pipe with the outlet on its wall is visible in Figures 2 and 3 (before the background removal) and not visible in Figures 4-6, Figures 10 and 11 (after the background removal). Under the assumption of ergodicity, the non-dimensional fields of the mean concentration $C / C_{0}$ were obtained by time averaging the measured values of $C / C_{0}$ on each pixel. The value of $C / C_{0}$ is reported in false colors in Figures 4-6, Figures 10 and 11, according to the color bar shown on the left of each Figure (dark red is linked to the highest concentrations, dark blue to the lowest ones). As a consequence, $C / C_{0}$ is a measure of the reduction of the mean concentration compared to the outlet concentration $C_{0}$ : For instance, $C / C_{0}=1$ (dark red) means that the concentration $C$ in that point is the same as $C_{0}$ (no dilution), $C / C_{0}=0.5$ (green) means that the concentration $C$ in that point is one half of $C_{0}, C / C_{0}=0$ (dark blue) means that the concentration $C$ in that point is zero (external fluid not reached by the jet). The $x$-axis and $y$-axis are non-dimensionalised by the outlet diameter $D$, with the origin on the outlet.

The jet axis was assumed as the locus of the concentration maxima on the jet cross-sections (on the non-dimensional mean concentration fields) and it was computed via the iterative procedure described in Ferrari and Querzoli [1]. The stagnant case jet axis was determined on the non-dimensional mean concentration fields shown in Figure 10a for $\mathrm{Fr}=18.0$ and in Figure 4 and Figure 11a for $F r=28.0$. This stagnant case jet axis is drawn as a white line in Figures 4-6, Figures 10 and 11 for comparison with the features of the NBJ with the same Fr released into a receiving body affected by regular waves. Moving along the jet axis, the color change from dark red to blue (i.e., from high concentrations to low concentration) highlights the dilution due to the entrainment. As shown in Figures 2 and 4, an inclined NBJ has an ascent and a descent region, so its axis will have a non-symmetrical parabolic-like shape, with the origin coinciding with the outlet (green star in Figure 4, with $X / D=0, Y / D=0$ ), a point of maximum height (defined as the highest point reached by the jet axis, with coordinates $X / D=X_{h} / D$, $Y / D=Y_{h} / D$ ) and an impact point (defined as the point where the jet axis reaches again the outlet height, with coordinates $\left.X / D=X_{d} / D, Y / D=0\right)$. The point of maximum height and the impact point for the stagnant case are drawn, respectively, as a white circle and a white asterisk in Figures 4-6, Figures 10 and 11. The vertical distance between the jet origin and the point of maximum height is defined as the maximum height (vertical orange line in Figure 4) and the horizontal distance between the jet origin and the impact point is defined as the impact distance (horizontal orange line in Figure 4).

The runs in a wavy environment were also analyzed by dividing the wave period in 8 phases equally spaced in time by a $\Delta T=T / 8$ : phase 1 is taken when the wave trough is above the outlet, phase 5 corresponds approximately to the moment when the wave crest is above the outlet. In Figure 5 the phase averaged $C / C_{0}$ field for phase $1 / 8$ is shown. For the NBjs released into a wave environment, the impact point was measured as the point of maximum height of $C / C_{0}$ on the horizontal line $Y / D$ $=0$ for $X / D>X_{h} / D$ (i.e., beyond the horizontal coordinate of the point of maximum height; yellow
asterisk in Figures 5 and 6), while the point of maximum height for the jet undergoing a bifurcation (see Section 3.1.1 for the phenomenological discussion) was measured in the upper branch of the two branches caused by the bifurcation. In Figures 5 and 6, the point of maximum height is drawn as a magenta circle. In Figure 5, the jet axis of the upper branch as a magenta line, the jet axis of the lower branch as a black line and the jet axis of the descent branch as a yellow line.

See Ferrari and Querzoli, 2010 [1], for more details on the experimental configuration simulating the discharge of inclined NBJs and data elaboration; see Ferrari and Querzoli, 2015 [35] and Ferrari et al., 2016 [40] for more details on the wavemaker system.


Figure 2. An instantaneous visualization of the concentration field for an inclined negatively buoyant jet with $F r=28.0$ and $\theta=67^{\circ}$ released into a stagnant receiving body.


Figure 3. An instantaneous visualization of the concentration field for the same inclined NBJ of Figure 2 released into a receiving body affected by regular waves with $A=12.5 \mathrm{~mm}$ and $T=1.00 \mathrm{~s}$.


Figure 4. Non-dimensional mean concentration $C / C_{0}$ fields for the same inclined NBJ of Figure 2 released into a stagnant receiving body, with the jet geometrical features; the maximum uncertainty in the mean concentration measurement is $\pm 4.41 \%$.


Figure 5. Non-dimensional mean concentration fields for the same NBJ of Figure 3, in phase 1/8, with the jet geometrical features; the maximum uncertainty in the mean concentration measurement is $\pm 4.38 \%$.

## 3. Results

This section is organized as follows: In Section 3.1, the focus is on the temporal evolution of the phenomenon, so, for each of the eight phases, the mean concentration fields (3.1.1), the maximum height and impact point (3.1.2), and the concentration profiles (3.1.3) are shown; in Section 3.2 the overall mean concentration fields, computed performing the time average on all the images for each run, are presented; eventually, the measured dilutions are reported in Section 3.3.

### 3.1. Temporal Evolution

### 3.1.1. Mean Concentration Fields

To better highlight the temporal behaviour of a negatively buoyant jet released upwards with a certain angle to the horizontal when a wave is passing through, in Figure 6 the non-dimensional mean concentration field of an NBJ with $F r=28.0$ subjected to regular waves with $T=1.00 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$ has been divided into 8 phases; in addition, to ease the comparison with the stationary case (shown in Figure 4), on each image the stagnant case jet axis (white line) is superimposed. The images of Figure 6 are shown as a movie in "Run10_mean_phase_Ferrari_et_al.mp4", available as Supplementary Material. To highlight the differences between the stationary and the wave case, a white circle and a white asterisk indicate, respectively, the point of maximum height and the impact point for the stationary case, whilst a magenta circle and a yellow asterisk indicate, for each phase, the wave case maximum height point and impact point.

Close to the outlet $(X / D=0, Y / D=0)$, the NBJ is deflected upwards or downwards, so it oscillates around the stationary position (pointed out by the white line, i.e., the stationary case jet axis): So in this region the NBJ tends to resist the wave because it tends to preserve its initial direction, as it still retains most of its initial momentum. This behavior is similar to the simple jet one and this region can be identified as the jet deflection region, in agreement with the findings of Chyan and Hwung (1993, [33]) and Mossa (2004 [32]). This oscillation is linked to the position of the wave above the jet which, in turn, is linked to the phase: In phase 1 the wave trough is above the outlet, so there is the largest leftward deflection, while when the wave crest is above the outlet (phase 5), the jet experiences the largest rightward deflection. It is interesting to note that this oscillation is larger upwards than downwards; this is presumably due to the velocity field generated by the interaction between the wave motion (mostly horizontal in that region) and the cylindrical pipe simulating the pipe (visible in Figures 2 and 3). Velocities tend to be higher and directed upwards close to the outlet, whilst they tend to be lower and horizontal in the lower zone. Consequently, the deflection which pushes the jet upwards tends to carry it towards regions with higher velocity and this causes this larger displacement upward.


Figure 6. Cont.


Figure 6. Non-dimensional mean concentration fields for the same NBJ of Figure 3, divided into 8 phases; the white line is the stagnant case jet axis; the maximum uncertainty in the mean concentration measurement is $\pm 4.38 \%$.

Coming back to the observation of Figures 5 and 6, and moving along the jet axis, it is noticeable how, after the jet deflection region, if the wave is intense enough (i.e., with $T$ and $A$ high enough), the NBJ bifurcates; this is the transition region. The jet, slowed down by the enhanced entrainment of low-momentum fluid, is divided into two branches, one mainly higher (magenta line in Figure 5) and one lower (black line in Figure 5) than the stationary jet axis (white line in Figure 5). Eventually, the two branches merge to build up again a single jet flow in the descent branch (yellow line in Figure 5); this is the developed jet region. This bifurcation is sharpened by the fact that the change in the direction is not gradual but, instead, the NBJ in the jet deflection region tends to abruptly move from one extreme to the other.

### 3.1.2. Geometrical Features

The point of maximum height of the NBJ released into a wavy environment is in the upper branch of the bifurcated jet (magenta asterisk in Figures 5 and 6) and tends to be lower than the same point of the stagnant case jet (white circle in Figures 5 and 6); a similar consideration stands for the impact point (compare the yellow asterisk, i.e., the wave case impact point, with the white asterisk, i.e., the stagnant case impact point, in Figures 5 and 6). For this reason, in Figure 7 the trajectories followed by the points of maximum height for the wave cases (colored lines: blue circles for $T=0.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$, green asterisks for $T=1.0 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$, magenta stars for $T=1.0 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$, cyan xs for $T=1.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$ and red +s for $T=1.5 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$ ) are compared with the coordinates of the maximum height point for the stagnant case (a single black square, as it does not move in the stagnant case). Similarly, in Figure 8 the oscillation of the impact distances for the wave cases in the various wave phases (colored lines, the same as in Figure 7) are compared with the constant impact distance for the stationary case (black line). In both Figures 7 and 8, the left subfigure refers to the NBJ with $F r=28$ and the right subfigure to the NBJ with $F r=18$.

By looking at Figures 7 and 8, it is possible to note the peculiar behavior of an NBJ released into a wavy environment: The maximum height and the impact distance of the NBJs released in wavy environment are shorter than those of the stationary case for all the different waves tested here. In particular, the ratio between the maximum height for the wave cases and the stagnant case varies from a maximum value of about $0.86(T=0.5 \mathrm{~s}, A=5.0 \mathrm{~mm})$ to a minimum of about $0.36(T=1.5 \mathrm{~s}$,
$A=12.5 \mathrm{~mm})$ for $F r=28.0$, and from a maximum of about $0.83(T=0.5 \mathrm{~s}, A=5.0 \mathrm{~mm})$ to a minimum of about $0.32(T=1.5 \mathrm{~s}, A=12.5 \mathrm{~mm})$ for $F r=18.0$.

Moreover, by looking at Figure 7 it is noticeable that the trajectories of the point of maximum height tend to be rotations around a fixed point, even if, in some cases, the closed trajectories are quite flattened. The point of maximum height tends to be lower and closer to the outlet when the wave parameters change: When the wave period $T$ and amplitude $A$ increase, the distance from the stationary position increases. If, on one hand, it is clear that the strongest waves (red,$+ T=1.5 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$ ) have the strongest impact on this phenomenon, on the other the wave period $T$ seems to have the biggest role on the decrease of the maximum height; as a matter of fact, the curves in Figure 7 are sorted by increasing wave period $T$.


Figure 7. Trajectories of the maximum height points for the NBJs with $F r=28.0$ (left) and $F r=18.0$ (right) released into a receiving body affected by regular waves (wave parameters in the legend).

The impact point (Figure 8) oscillates around a fixed point which is different from the stationary impact point. Different to the point of maximum height, the impact point seems more influenced by the wave amplitude $A$; as a matter of fact, in Figure 8 , the curves relative to $A=5.0 \mathrm{~mm}$ are generally closer to the stationary position than the ones with $A=12.5 \mathrm{~mm}$. The only exception to this rule is the case of $T=0.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$ for $F r=28.0$ (blue circles on the left of Figure 8); an explanation for this will be given in the Section 3.2. Similar to the maximum height, also the impact distance of the wave cases shows a reduction in size with respect to the stagnant one. In particular, the ratio between the impact distance for the wave cases and the stagnant case varies from a maximum value of about $0.94(T=1.5 \mathrm{~s}, A=5.0 \mathrm{~mm})$ to a minimum of about $0.51(T=1.5 \mathrm{~s}, A=12.5 \mathrm{~mm})$ for $F r=28.0$, and from a maximum of about $0.97(T=0.5 \mathrm{~s}, A=5.0 \mathrm{~mm})$ to a minimum of about $0.54(T=1.5 \mathrm{~s}, A=12.5 \mathrm{~mm})$ for $F r=18.0$.

In summary, close to the outlet, the NBJ oscillates around the stationary position, as the simple jets; conversely, the NBJ maximum height point rotates around a different position from the stationary maximum height point and the NBJ impact point oscillates around a different position from the stationary impact point.

The reduction of the maximum height and impact distance in the wave cases showed in Figures 7 and 8 confirms the contraction of NBJs when discharged into a wavy environment. This contraction is probably due to the periodic oscillation of the initial direction of the NBJ that causes its bifurcation and a consequent increase of the entrainment; the larger amount of low-momentum external fluid trapped into the NBJ causes a premature slowdown (when compared to the stagnant case).


Figure 8. Non-dimensional impact distance $x_{d} / D$ for the NBJs with $F r=28.0$ (left) and $F r=18.0$ (right) released into a receiving body affected by regular waves (wave parameters in the legend).

### 3.1.3. Concentration Profiles

In Figure 9, the cross-sectional profiles of the non-dimensional mean concentration $C / C_{0}$ measured on the point of maximum height ( a and c , vertical profiles) and on the impact point ( b and d , horizontal profiles), in eight different phases of the wave cycle, are shown, for two NBJs with $F r=28.0$ ( a and b) and $F r=18.0$ ( c and d) released into a receiving body affected by a wave motion with $T=1.00 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$. The different colors highlight the different phases the profiles are measured in. The bimodal distribution of the concentration maxima in Figures 7c and 9a confirms what was previously stated about the bifurcation of NBJs released in a wave environment.

In the impact point, the various profiles have a single peak because here the NBJ is in the developed jet region, where it tends to merge again in a single entity (the yellow line in Figure 5).

The differences among the concentration values in the various phases highlight the different concentration dilutions achieved by the NBJ in the different phases.

### 3.2. Overall Time Averaged Concentration Fields

In Figures 10 and 11, the mean concentration fields, computed performing the time average over all the images recorded on each experiment and not divided by phases, are shown: Figure 10 concerns the inclined negatively buoyant jets with $F r=18.0$, while Figure 11 concerns the ones with $F r=28.0$. In particular, the Figures 10a and 11a show the inclined NBJs released into a stagnant receiving body, whilst the others (Figures 10b-f and 11b-f) show the inclined NBJs released into a wavy environment.

By comparing the concentration field of the NBJ released into a stagnant environment with those of the NBJs released into a wavy environment, it is apparent how the interaction with the waves causes a contraction of the jet, which tends to be less high and shorter (with a decrease of the maximum height and of the impact distance compared to the stagnant cases, as stated before). This contraction tends to increase as the wave period $T$ and amplitude $A$ increase.

Moreover, for the highest $T$ and $A$ (Figures 10d-f and 11d-f), the distribution of the concentration is bimodal, confirming a bifurcation of the NBJ into two branches, one higher and one lower than the stationary position. These two branches tend to behave as two NBJs released with different angles to the horizontal, to eventually merge when the higher branch falls down on the lower one, causing an increase in the concentration in the lower branch, which is clearly visible in Figures 10f and 11f at $X / D \approx 15$ and $Y / D \approx 10$. This bifurcation, caused by the oscillation of the initial region of the NBJ around the stationary position, becomes more pronounced when the wave amplitude $A$ increases, as it is possible to see from a comparison of the Figure 10d,f (or Figure 11d,f, with $A=12.5 \mathrm{~mm}$ ) with Figure 10b,c,e (or Figure 11b,c,e, with $A=5.0 \mathrm{~mm}$ ). If in the first two Figures the bifurcation is more
evident, in the other three it is almost absent or very weak. As a matter of fact, in Figures 10b and 11b the effect of the wave begins to be noticeable only very close to the point of maximum height, where the initial momentum of the NBJ has been almost completely spent. In Figures 10c and 11c, concerning a wave with $T=1.00 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$, the oscillation of the initial region of the NBJ caused by the wave is still present, because the jet widens more than in the stationary case, but it is not sufficient to create the bifurcation. This could suggest that the bifurcation is more linked to high-amplitude waves.


Figure 9. Cross-sectional non-dimensional mean concentration profiles for a NBJ with $F r=28.0$ ( $\mathbf{a}, \mathbf{b}$ ) and for a NBJ with $F r=18.0(\mathbf{c}, \mathbf{d})$ released in a receiving body affected by regular waves with $T=1.00 \mathrm{~s}$ and $A=12.5 \mathrm{~mm} ;(\mathrm{a}, \mathrm{c})$ vertical profiles on the point of maximum height; $(\mathrm{b}, \mathrm{d})$ horizontal profiles on the impact point; $R / D$ is the non-dimensional span-wise abscissa.

The reduction of the maximum height of the NBJ is mainly caused by the bifurcation. As a matter of fact, because of the strong deflection upwards and downwards imposed by the bifurcation (see Figures 10f and 11f), the jet uses a portion of its initial momentum to return to the initial direction and, consequently, it cannot reach the same height of the stagnant case. When the wave deflects the jet downwards, the trajectory is similar to the one of a NBJ released with a lower angle to the horizontal, i.e., the jet tends to reach a lower maximum height (see Ferrari and Querzoli, 2010, [1]).

The reduction of the impact distance is mainly caused by a combination of the bifurcation and of the rotation of the maximum height point.; the fluid in the lower branch finds the opposition of the oscillating fluid trapped between the bottom and the jet itself, while the fluid in the upper branch, as stated before, falls down on the lower branch, causing an additional mixing and a slowing down of the NBJ.

In Figure 11b, the effect of the wave with $T=0.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$ on the impact point (compare with Figure 8) can be explained. The wave is too weak to slow down the NBJ enough, so, when the

NBJ comes close to the point of maximum height, it has covered a distance long enough to consume most of its initial momentum and, consequently, it undergoes the rotatory movement imposed by the waves, with an additional stirring that lets the jet fall down almost vertically, with a consequent strong reduction of the impact distance.

In summary, the main effect of the wave amplitude $A$ is the bifurcation of the NBJ, while the one of the wave period $T$ is more linked to the additional stirring, with a rotatory motion, imposed to the transition region of the NBJ. Both these phenomena contribute to consume the initial momentum of the NBJ and to decrease the size of the sea region interested by the NBJ itself. An alternative explanation of these effects of the waves on NBJs could be linked to the Stokes drift. For this reason, we have planned to perform Lagrangian velocity measurements in the future.


Figure 10. Non-dimensional mean concentration fields for an NBJ with $\mathrm{Fr}=18.0$ released into a receiving body affected by regular waves with $T=0.0 \mathrm{~s}$ and $A=0.0 \mathrm{~mm}$ (stagnant case, a), $T=0.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}(\mathbf{b}), T=1.0 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}(\mathbf{c}), T=1.0 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}(\mathbf{d}), T=1.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$ (e), and $T=1.5 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}(\mathrm{f})$, with the stagnant case jet axis; the maximum uncertainty in the mean concentration measurement is $\pm 3.44 \%$ in (a), $\pm 3.93 \%$ in (b), $\pm 3.35 \%$ in (c), $\pm 3.72 \%$ in (d), $\pm 3.45 \%$ in (e), $\pm 3.99 \%$ in (f).

### 3.3. Dilution

In order to study the effect of waves on the dilution of inclined negatively buoyant jets, we can define the ratio of the dilution of jets under waves to the dilution of jets in a stagnant environment, if $R_{\text {DIL }}$ : if $R_{\text {DIL }}$ is higher than one, the waves increase the dilution and vice versa. In Figure $12, R_{D I L}$ has been plotted versus Fr for all the experiments. The horizontal dotted black line at $R_{\text {DIL }}=1$ highlights the stagnant case, while, as in the previous Figures, colored lines highlight the wave cases (blue circles for $T=0.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$, green asterisks for $T=1.0 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$, magenta stars for $T=1.0 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$, cyan xs for $T=1.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$ and red +s for $T=1.5 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}$ ). The dilution
is measured, in all the cases, as the inverse of the maximum non-dimensional concentration at the impact point on the overall time-averaged fields, in order to avoid phase variations (see Figure 9b,d).

Figure 12 shows that, differently from what was found by investigations on simple jets or positively buoyant jets, the dilution not always increases for NBJs released in a wavy environment. In particular, the waves with $A=5.0 \mathrm{~mm}$ and $T=0.5 \mathrm{~s}, T=1.0 \mathrm{~s}$ enhance the dilution $\left(R_{D I L}=1.81\right.$ for $A=5.0 \mathrm{~mm}, T=0.5 \mathrm{~s}, \mathrm{Fr}=18.0 ; R_{D I L}=1.08$ for $A=5.0 \mathrm{~mm}, T=1.0 \mathrm{~s}, \mathrm{Fr}=18.0 ; R_{D I L}=1.26$ for $A=5.0 \mathrm{~mm}, T=0.5 \mathrm{~s}, F r=28.0 ; R_{D I L}=1.08$ for $A=5.0 \mathrm{~mm}, T=1.0 \mathrm{~s}, F r=28.0$ ), whilst the remaining waves (with higher values of $A$ and $T$ ) reduce the dilution. The lowest values for $\mathrm{R}_{\text {DIL }}$ have been measured for the strongest wave $(A=12.5 \mathrm{~mm}, T=1.0 \mathrm{~s})$ for both the $F r\left(R_{D I L}=0.36\right.$ for $\mathrm{Fr}=28.0$; $R_{\text {DIL }}=0.45$ for $F r=18.0$ ).

This result can be explained by two of the effects of the waves on the NBJ: The reduction in size of the sea region interested by the discharge and the bifurcation.


Figure 11. Non-dimensional mean concentration fields for an NBJ with $\mathrm{Fr}=28.0$ released into a receiving body affected by regular waves with $T=0.0 \mathrm{~s}$ and $A=0.0 \mathrm{~mm}$ (stagnant case, $\mathbf{a}$ ), $T=0.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}(\mathbf{b}), T=1.0 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}(\mathbf{c}), T=1.0 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}(\mathbf{d}), T=1.5 \mathrm{~s}$ and $A=5.0 \mathrm{~mm}$ (e) and $T=1.5 \mathrm{~s}$ and $A=12.5 \mathrm{~mm}(\mathbf{f})$, with the stagnant case jet axis; the maximum uncertainty in the mean concentration measurement is $\pm 4.41 \%$ in (a), $\pm 4.52 \%$ in (b), $\pm 4.16 \%$ in (c), $\pm 4.38 \%$ in (d), $\pm 4.28 \%$ in (e), $\pm 4.31 \%$ in (f).

Because of the contraction, the NBJ is forced by the waves to remain in a smaller region compared to the stagnant case, so the path available for mixing is decreased and this can reduce (or even cancel) the additional stirring caused by the rotation. Moreover, if the NBJ is forced into a smaller region, it will tend to re-entrain some jet fluid instead of entraining external fluid.

The bifurcation has a conflicting role: On one hand, it increases the surface available for entrainment, but, on the other hand, the lower boundary of the upper branch and the upper boundary
of the lower branch tend to exchange jet fluid between themselves and not to entrain external fluid, reducing the dilution. Moreover, as shown in the previous subsections, the upper branch tends to fall down over the lower one, causing an increase in concentration along the path of the wave case NBJ.

The authors cited in the introduction found that discharging a horizontal NBJ or a simple jet in the opposite direction to the wave propagation increases in size the region occupied by the jet and, as a consequence, its dilution. In the present case, an inclined NBJ (in particular with the strongest waves) experiences, as previously seen, a reduction in size of the region occupied by the jet in comparison with the stagnant case which, consequently, leads to a lower dilution.

For these reasons, the waves that cause the worst dilutions are the ones with $A=12.5 \mathrm{~mm}$. On the contrary, the two waves with $A=5.0 \mathrm{~mm}$ and $T=0.5 \mathrm{~s}, T=1.0 \mathrm{~s}$ enhance the dilution, because the rotation imposed by the waves on the NBJs is intense enough to compensate their contraction (which, anyway, is smaller than in the other cases).

In summary, the peculiar nature of inclined NBJs, which tend to behave in a limited region of space and cannot reach an asymptotic state like some simple or positively buoyant jets, leads to the conclusion that the wave motion not always enhances their dilution. In particular, the strongest waves tested in the present work tend to reduce the dilution, whilst the weakest ones tend to enhance it.


Figure 12. $R_{D I L}$ versus $F r ; R_{D I L}$ is the ratio of the dilution of NBJs under waves to the dilution of jets in stagnant environment; (wave parameters in the legend).

## 4. Conclusions

With the target to measure the modifications that regular waves induce on the geometrical features and on the dilution of inclined negatively buoyant jets, we have carried out an experimental campaign on a laboratory model of a submerged outfall discharging brine under some typical conditions of the Mediterranean Sea. In particular, the concentration fields were measured via a non-intrusive and full-field light-induced fluorescence technique.

Differently from simple jets under regular waves, in inclined negatively buoyant jets the point of maximum height rotates and the impact point oscillates around a fixed position, which is different from that of the stationary case. Both the maximum height and the impact distance are smaller than the corresponding ones without waves and are more influenced by the wave amplitude. The oscillation of the initial region of the negatively buoyant jet causes a bifurcation, more pronounced when the
wave amplitude $A$ increases. As a consequence of the previous two effects, the region interested by the discharge is reduced in size by the wave action.

Differently from simple or positively buoyant jets, the dilution of inclined negatively buoyant jets is not always enhanced by waves. Specifically, the strongest waves tested in the present work tend to reduce the dilution, whilst the weakest ones tend to enhance it. As usually the stagnant receiving body case is considered the worst one for dilution, designers should pay particular attention in the case of dense discharges, because in regions often affected by strong waves the wavy receiving body conditions might be more critical for dilution and, consequently, for environmental preservation.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/6/726/s1, The movie "Run7_Ferrari_et_al.mp4" depicts few seconds of Run 7 of Table 1, i.e., a NBJ with Fr $=28$ released in a stagnant environment. The movie "Run10_Ferrari_et_al.mp4" depicts few seconds of Run 10 of Table 1, i.e., the same NBJ of the previous movie but released into a receiving body affected by regular waves with $A=12.5 \mathrm{~mm}$ and $T=1.00 \mathrm{~s}$. The movie "Run10_mean_phase_Ferrari_et_al.mp4" depicts the non-dimensional mean concentration fields for the same NBJ of the previous movie, divided into 8 phases; the white line is the stagnant case jet axis, the white circle is the stagnant case point of maximum height and the white asterisk is the stagnant case impact point.
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#### Abstract

Gravity currents generated by lock release are studied in the case of initially quiescent ambient fluid and oscillating ambient fluid (regular surface waves). In particular, the dynamics of the density currents are investigated by means of CFD numerical simulations. The aim is to evaluate the influence of the ambient fluid velocity field on the observed mixing and turbulent processes. Results of two different turbulence closure models, namely the standard $k-\varepsilon$ turbulence model and the LES model, are analyzed. Model predictions are validated through comparison with laboratory measurements. Results show that the $k-\varepsilon$ model is able to catch the main current propagation parameters (e.g., front velocity at the different phases of the evolution of the current, gravity current depth, etc.), but that a LES model provides more realistic insights into the turbulent processes (e.g., formation of interfacial Kelvin-Helmholtz billows, vortex stretching and eventual break up into 3D turbulence). The ambient fluid velocity field strongly influences the dynamics of the gravity currents. In particular, the presence of an oscillatory motion induces a relative increase of mixing at the front (up to $25 \%$ ) in proximity of the bottom layer, and further upstream, an increase of the mixing process (up to $60 \%$ ) is observed due to the mass transport generated by waves. The observed mixing phenomena observed are also affected by the ratio between the gravity current velocity $v_{f}$ and the horizontal orbital velocity induced by waves $u_{w}$, which has a stronger impact in the wave dominated regime ( $v_{f} / u_{w}<1$ ).
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## 1. Introduction

Gravity currents are mainly horizontal flows moving under the influence of gravity and generated by buoyancy differences. Gravity currents are phenomena of great interest in the field of engineering and geophysics with numerous important environmental and industrial applications [1,2]. These include: the outflow of brackish waters [3] referred to as viscous gravity currents, pyroclastic flows [4] referred to as particle-laden gravity currents and mud and debris flows [5,6] referred to as concentrated flows.

The propagation of gravity currents under oscillatory wave regimes is quite relevant in coastal regions, especially to understand the processes acting during the continuous natural or artificial discharges of fluids having a different density than the ambient fluid, e.g., river plumes, desalination plant, industrial discharges, etc. [3,7]. Notwithstanding the fact that the discharge of fresh or brackish water in the sea is frequent, the effect of the wave motion on the propagation in coastal regions of the salt-brackish wedge has not been systematically investigated yet [8].

In the absence of waves, extensive laboratory investigations have been carried out in the field of viscous gravity currents. Several geometries of the flow domain have been investigated, for example: smooth bottom [9], rough beds [10], sloping bottoms [11-14], the presence of obstacles [15] and
stratified ambient fluid [16]. Experimental studies usually involve hydraulic flumes filled with a lower density fluid, and the current is generated by means of lock or point release of a higher density fluid. In the former approach, the heavier fluid is contained in a lock, whose gate is suddenly removed, while in the latter approach, the heavier fluid is released from a point source. The analysis of the advancing front and of the instabilities has often been carried out through image analysis. In this case, images are acquired from the side glass wall of the tank. Such an experimental setting allows for width-averaged density measurements in a 2D configuration, which could result in a limited analysis in terms of turbulence structures. Indeed, studies adopting 2D numerical simulation were successful in the description of turbulence structures; for example, Dai [17] describes the gravity current propagation in the acceleration phase, during which three-dimensional interactions are not important. However, Cantero et al. [18] points out the importance of three-dimensional processes governing the interface between heavy and light fluids, which first roll up by baroclinic generation of Kelvin-Helmholtz vortices and then undergo sudden breakup and decay to small-scale turbulence. In such a case, numerical three-dimensional analyses, as the one carried out by Ottolenghi et al. [19], should be applied. In fact, unless one adopts a very complex and expensive high-speed camcorder and 3D particle image velocimetry [20], it is extremely difficult to have information on the 3D turbulent processes that influence mixing by just considering 2D lab data. Measurements of the instantaneous bed shear stress distribution are nearly impossible to achieve experimentally [21]. Indeed, detailed measurements of the velocity and density fields within the gravity current are seldom available from experimental studies [21]. High-resolution numerical simulations can overcome the lack of information previously mentioned, providing also information on the global energy balance at different stages of the density current evolution [22-26]. In the past, numerical simulations provided important information of the entrainment mechanisms characteristic of the gravity current, and important progress is summarized as follows. The application of direct numerical simulations provided important results in order to clarify the instability mechanism that governs the formation of the complex lobe-and-cleft pattern commonly observed at the leading edge of gravity currents [22,23]. Ooi et al. [21] investigated, using large eddy simulations (LES), the compositional gravity current flows produced by the instantaneous release of a finite volume and heavier lock fluid in a rectangular horizontal plane channel. The LES numerical simulations provided insightful results, describing the development of turbulent structures during the slumping phase and the buoyancy-inertia phase. High-resolution two-dimensional Navier-Stokes simulations provided interesting results on the entrainment mechanisms governing the gravity current propagating downslope. In particular, the interface roll-up and vortex overturns were studied varying parameters as the depth ratio and the slope angle [17]. The entrainment and mixing in unsteady gravity currents were studied by Ottolenghi et al. [19] performing LES simulations, focusing on the influence of the aspect ratio and density difference. The results showed that irreversible mixing is detected during the entire development of the flow, not only during self-similar phases, but also during the slumping phase.

The interaction between gravity currents and oscillatory motion has been investigated only in a few works [8,27-29]. Ng and Fu [27] studied numerically the spreading of viscous gravity currents propagating in intermediate and deep water depth conditions, observing that wave-induced streaming flow acting at the bottom is responsible for changes in the gravity current velocity speed. Robinson et al. [8] were the first to analyze in laboratory the influence of the orbital motion induced by the presence of regular progressive free-surface water waves on the gravity current propagation. They adopted a point release technique and observed the self-similar phase of the two fronts respectively propagating under regular surface waves in deep water condition. Musumeci et al. [28] investigated the propagation of gravity currents under regular surface waves, modeling the phenomenon both experimentally and numerically. The gravity currents were modeled assuming low density difference and intermediate water depth conditions and adopted the lock-exchange problem for the generation of the gravity current. They focused on the front spreading evolution, comparing the experimental evidence with numerical results, and on the capability of the numerical model to
reproduce the 2D turbulence at the interface. Viviano et al. [30] investigated the turbulence observed during the interaction between waves and gravity currents. They adopted a simple 2D numerical model that couples a Boussinesq-type of model for surface waves and a gravity current model for stratified flows. The velocity is decoupled into a wave-related component and a density gradient-related component. Turbulence is described by two alternative approaches: a simple subgrid Smagorinsky formulation, and the Smagorinsky formulation with a depth uniform eddy viscosity. Such a model designed for engineering applications needs a previous careful calibration process to choose the calibration parameters of the Smagorinsky formulation. The recent work of Stancanelli et al. [29] has explored a larger dataset compared to the one presented by Musumeci et al. [28] evaluating the change of front velocity and mixing at the front of the current for a large number of wave types and different density fluid ratio conditions. They show that the front velocity is related to the Lagrangian mass transport induced by the surface waves, while the mixing observed at the front is related to the orbital motion.

The aim of the present work is to numerically investigate the influence of the ambient fluid velocity field on the mixing processes and the formation of three-dimensional turbulent structures generated by the density current propagation. The objective of the present study is also to explore the dynamics of density currents adopting different turbulence models and to discuss the possibility to adopt them for engineering applications. The numerical simulation of high Reynolds number flows is hampered by model accuracy if the Reynolds-averaged Navier-Stokes (RANS) equations are used, and by computational cost if a more sophisticated model, such as direct or large-eddy simulations (LES), is adopted [31]. Here, we highlight the performance of numerical models in a very complex flow, such as the superimposition of gravity currents and surface waves. 3D flow structures are discussed not only at the front, but also along the entire gravity current and at the bottom boundary. To the authors' knowledge, this has never been attempted before. Indeed, previous works [28-30] were able only to comment on the 2D features of the turbulence structures, not taking into account small-scale structures. Numerical modeling is carried out by means of a computational fluid dynamics model (CFD). Two different turbulence closure schemes are used, namely the standard $k-\varepsilon$ turbulence model [32] and the LES model [33]. A volume of fluid (VOF) model is used to account for free surface effects [34]. The capability of the two turbulence closures to predict various important dynamics of density current propagation in the presence of waves (i.e., propagation speed, gravity current height and density profile) is discussed by comparing the numerical results with the laboratory experiments of Stancanelli et al. [29]. Results highlight how not only the current propagation, but also the turbulent structures and consequently the density field are significantly affected by the nonlinear interaction between the gravity current and the regular surface waves.

## 2. Materials and Methods

### 2.1. Model Description

The CFD computational model used in the present work is the FLOW-3D model distributed by Flow Science Inc., which is considered a powerful tool thanks to its capabilities of accurately predicting free-surface flows. In particular, in FLOW-3D, the free surface is modeled by the volume of fluid (VOF) technique. The VOF method consists of three ingredients: a scheme to locate the surface, an algorithm to track the surface as a sharp interface moving through a computational grid and a means of applying boundary conditions at the surface. Such a model is described in Hirt and Nichols [34]. Since its commercial release, FLOW-3D has been used in research, providing to engineers valuable insight into many physical flow processes [35-38].

A variety of turbulence models for simulating turbulent flows, including the Prandtl mixing length model, the one-equation model and the standard two-equation $k-\varepsilon$ model, the re-normalization group (RNG) scheme and the large eddy simulation (LES) model, are available within FLOW-3D. These turbulence models have been well tested and documented in the relevant technical literature [1].

The standard $k-\varepsilon$ model and the LES model are considered here, since the first one is able to catch the main characteristics of the flow at a relatively low computational cost, while the LES scheme is more sophisticated and is able to account in a physical way for the effect of the smallest unresolved scales on the larger ones in a flow. FLOW-3D employs the finite difference/control volume method to discretize the computational domain. In particular, the physical domain to be simulated is decomposed by using Cartesian grids composed of variable size hexahedral cells. Applications are presented later in Section 3.

The following continuity equation and momentum equations are solved along with the turbulent closure $k-\varepsilon$ equations:

$$
\begin{gather*}
\frac{\partial u_{i} A_{i}}{\partial x_{i}}=0  \tag{1}\\
\frac{\partial u_{i}}{\partial t}+\frac{1}{V_{f}} u_{j} A_{j} \frac{\partial u_{i}}{\partial x_{j}}=-\frac{1}{\rho} \frac{\partial p}{\partial x_{i}}+g_{i}+f_{i} \tag{2}
\end{gather*}
$$

where:

$$
\begin{gather*}
\rho V_{f} f_{i}=\tau_{b, i}-\frac{\partial A j S_{i, j}}{\partial x_{j}}  \tag{3}\\
S_{i i}=-2 \mu_{t o t}\left[\frac{\partial u_{i}}{\partial x_{i}}\right], S_{i j}=-2 \mu_{t o t}\left[\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right] \tag{4}
\end{gather*}
$$

where $u_{i}$ is the mean velocity, $p$ is the pressure, $A_{i}$ is the fractional open area open to flow in the $i$ direction, $V_{f}$ is the fractional volume open to flow, $g$ represents the gravity acceleration, $f_{i}$ represents the viscous acceleration, $S_{i j}$ is the strain rate tensor, $\tau_{b, i}$ is the wall shear stress, $\rho$ is the density of water, $\mu_{\text {tot }}$ is the total dynamic viscosity including the effect of turbulence $\mu_{t o t}=\mu+\mu_{T}$, with $\mu$ being the dynamic viscosity and $\mu_{T}$ the eddy viscosity. For the $k-\varepsilon$ model, the eddy viscosity is approximated as:

$$
\begin{equation*}
\mu_{T}=\frac{\rho C_{\mu} k^{2}}{\varepsilon} \tag{5}
\end{equation*}
$$

where the following closure equations for the turbulent kinetic energy $k$ and the dissipation rate $\varepsilon$ are:

$$
\begin{align*}
\frac{\partial k}{\partial t}+u_{j} \frac{\partial k}{\partial x_{j}}=\tau_{i j} \frac{\partial u_{i}}{\partial x_{j}} & -\varepsilon+\frac{\partial}{\partial x_{j}}\left[\frac{1}{\rho}\left(\frac{\mu_{t}}{\sigma_{k}}+\mu\right) \frac{\partial k}{\partial x_{j}}\right]  \tag{6}\\
\frac{\partial \varepsilon}{\partial t}+u_{j} \frac{\partial \varepsilon}{\partial x_{j}} & =\frac{\partial}{\partial x_{j}}\left[\left(\frac{\mu_{t}}{\sigma_{\varepsilon}}+\mu\right) \frac{\partial \varepsilon}{\partial x_{j}}\right] \\
& +C_{1 \varepsilon} \frac{\varepsilon}{k} \tau_{i j} \frac{\partial u_{i}}{\partial x_{j}}-C_{2 \varepsilon} \frac{\varepsilon^{2}}{k} \tag{7}
\end{align*}
$$

The constant coefficients are chosen based on the classical model of Launder and Spalding [39]: $C_{\mu}=0.09\left(C_{1 \varepsilon}=1.44, C_{2 \varepsilon}=1.92, \sigma_{k}=1.00, \sigma_{\varepsilon}=1.30\right)$.

Regarding the LES model [40,41], a Smagorinsky approach [42] is used to approximate the eddy viscosity as:

$$
\begin{equation*}
\mu_{T}=\rho(c L)^{2}\left(e_{i j} e_{i j}\right)^{0.5} \frac{\rho C_{\mu} k^{2}}{\varepsilon} \tag{8}
\end{equation*}
$$

where the constant $c=0.2, C_{\mu}=0.09$ as in the $k-\varepsilon$ model, the strain rate tensor is given by:

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \tag{9}
\end{equation*}
$$

and the characteristic length scale is defined as:

$$
\begin{equation*}
L=(\delta x \delta y \delta z)^{1 / 3} \tag{10}
\end{equation*}
$$

It is worth pointing out that the two different turbulence models have different computational costs. Piomelli [31] argued that the cost of a calculation scales like the Reynolds number to the power 2.4 for LES. The computational cost of LES model is about 4-100-times higher than that required by the RANS model [43,44].

Additionally, FLOW-3D is able to simulate the free surface wave motion, considering both regular linear [45] or nonlinear waves and irregular waves. In particular, three nonlinear wave theories are used for nonlinear wave generation: the fifth-order Stokes wave theory [46], the Fourier series method for Stokes and cnoidal waves [47] and McCowan's theory for solitary waves [48,49].

### 2.2. Flume Tests

The experiments presented here, used for validating the numerical results, are those carried out at the small-scale wave flume of the Hydraulic Laboratory of the University of Catania. The experimental apparatus is the one adopted and presented by Musumeci et al. [28] and Stancanelli et al. [29]. In the following, we present a brief description of the experimental apparatus and of the experimental procedure, as well as the controlling parameters of the tests used for validation. More detailed information can be found in the cited literature.

The flume is 9 m long, 0.5 m wide and 0.7 m high. A piston-type wave maker is located at the initial section $(x=0 \mathrm{~m})$ of the flume, while at the opposite side, a porous beach minimizes wave reflection. In order to carry out classical lock exchange tests, the flume is partitioned by a Perspex sluice gate (at $x=5.10 \mathrm{~m}$ ). Salt water, having density $\rho_{1}$, is present at the wave maker side of the gate and fresh water, having density $\rho_{0}<\rho_{1}$, at the onshore side.

Full-depth two-dimensional lock-exchange experiments have been carried out with and without regular waves (see Figure 1). At the beginning of each test, samples of the two fluids are collected and then analyzed to measure the density difference. The generation of the gravity currents is performed by manually opening the sluice gate. During the tests performed in the presence of regular waves, the wave maker is activated and the sluice gate is removed only when the first wave is approaching the lock position. The laboratory experimental observations, video-recorded from the side wall, provide information about the geometric and kinematic characteristics of the front propagation. The parameters investigated are the shape, depth and velocity of the current, as well as width-averaged maps of the density field.


Figure 1. Gravity current propagation during full-depth two-dimensional lock-exchange experiments: (a) in the presence of initially quiescent ambient fluid; (b) when regular surface waves are superimposed on the current.

The controlling parameters of the experiments are the initial still water level within the flume $H$, the salt water density $\rho_{1}$, the fresh water density $\rho_{0}$, the reduced gravity $g^{\prime}=g\left(\rho_{1}-\rho_{0}\right) / \rho_{0}$ where $g$ is the gravitational acceleration, the wave height $H_{w}$ and the wave period $T_{w}$. All experimental results
refer to gravity current propagation during the slumping phase, characterized by a constant velocity advancement of the front. The density difference is always such that the Boussinesq approximation ( $\rho_{1} / \rho_{0} \sim 1$ ) is satisfied. Table 1 reports the values of the controlling parameters of the tests used for model validation. The selected tests include gravity currents characterized by different reduced gravity and different wave conditions. From the dataset of Stancanelli et al. [29], the particular case of the current-dominated regime $\left(v_{f} / u_{w}>1\right)$ has been investigated here (Case No. 6 with $v_{f} / u_{w}=1.3$ ), as well as different wave-dominated regimes (Case Nos. 2, 4,5 with $v_{f} / u_{w}=0.7-0.8$ ). The wave conditions correspond to: shorter regular surface waves (i.e., Case Nos. 2, 4, 5) and longer surface waves (i.e., Case No. 6). Test cases in the absence of waves are also presented as a benchmark (i.e., Case 1 and Case 3).

Table 1. Controlling parameters of the experimental tests selected to validate the numerical simulations.

| Run | $\boldsymbol{H}$ | $\rho_{\mathbf{1}}$ | $\rho_{0}$ | $g^{\prime}$ | $H_{w}$ | $T_{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{( c m )}$ | $\mathbf{( k g} / \mathbf{m}^{\mathbf{3}} \mathbf{)}$ | $\left.\mathbf{( k g} / \mathbf{m}^{\mathbf{3}}\right)$ | $\mathbf{( m / \mathbf { s } ^ { \mathbf { 2 } } )}$ | $\mathbf{( c m )}$ | $\mathbf{( s )}$ |
| Case 1 | 20.3 | 1010 | 998 | 0.13 | - | - |
| Case 2 | 20.3 | 1010 | 998 | 0.13 | 4.22 | 0.71 |
| Case 3 | 20.3 | 1006 | 998 | 0.08 | - | - |
| Case 4 | 20.3 | 1006 | 998 | 0.08 | 4.22 | 0.71 |
| Case 5 | 20.3 | 1010 | 998 | 0.13 | 2.86 | 0.84 |
| Case 6 | 20.3 | 1010 | 998 | 0.13 | 1.50 | 1.32 |

## 3. Numerical Simulations

Simulations are performed for flow conditions that correspond to the laboratory experimental setup described in Section 2.2. The computational flume is 9 m long, 0.5 m wide and 0.7 m high. The dimensions are the same as the experimental flume.

The computational grid system is composed of different nested meshes (see Figure 2): two coarser ones (Mesh 1 and Mesh 2, with cubic cells having size 0.01 m ) for defining the two different fluid regions, namely the saltier water and the fresh water; a finer grid to more accurately solve the interface region between the two fluids (Mesh 3, whose cell size is 0.005 m ); and a finer grid at the bottom (Mesh 4, with cell size 0.003 m ). The latter grid permits one to better investigate turbulent structures that develop at the bottom, as lobe and cleft instabilities. The choice of the grid size is the result of a preliminary analysis carried out following the suggestions of Ooi et al. [21], Boris et al. [50], Kyrousi et al. [51] (grid spacing is equal to 0.01-0.05 H).

All boundaries of the flow domain are defined as no-slip smooth walls, except the free surface where a constant pressure is selected as the boundary condition. A zero-gradient boundary condition is used at the initial interface of the two fluid mesh blocks. The dynamics of the gravity currents is considered independent of the gate opening operation, since the time scale of current propagation and wave-current interaction is $10^{2}$ larger than the time scale of gate opening. Moreover, the analysis is carried out about a water depth of 10 from the lock position. Therefore, in the measuring area, the effects of operations at the gate can be assumed to be negligible.

For the case of gravity currents in the presence of waves, at the offshore end of the saltier side, a regular wave field is generated and enters the domain. The wave is assumed to come from a flat bottom reservoir, which is located outside the computational domain. For the description of the wave motion, the Fourier series method for Stokes and cnoidal waves, which possesses higher order of accuracy than other wave theories [52], is selected. Such a method is selected since in intermediate waters, as the present ones, cnoidal waves are a better representation than linear waves of the experimentally-generated constant-shape waves [53]. Moreover, in such a case, in order to avoid wave reflection from the onshore boundary, an absorbing layer at the end of the tank is adopted. Such an absorbing layer mimics the effect of the porous beach in the experiments.


Figure 2. Computational domain and boundary conditions used for the CFD simulations of gravity currents.

## 4. Results

The CFD model was used to simulate different experimental tests characterized by different density ratios and different ambient fluid conditions (presence and absence of waves). The model is applied both to a classical lock exchange problem with initially quiescent ambient fluid (see Test No. 1 and No. 3) and to reproduce lock exchange experiences in the presence of short regular surface waves (i.e., Case Nos. 2, 4,5) and long surface waves (i.e., Case No. 6). The simulated flow conditions (i.e., water depth, salinity difference, wave characteristics, etc.) are the same as the experimental ones reported in Table 1. Simulations adopting the $k-\varepsilon$ turbulence model and the LESturbulence model are compared. An Intel(R) Core(TM) i7-4790 CPU 3.60-GHz processor has been used to run all the numerical simulations. On this processor, simulations adopting the $k-\varepsilon$ turbulence model required about $4.12 \times 10^{5}$ of CPU time, whereas the LES turbulence model required about $9.1 \times 10^{5}$ of CPU time.

The validation of the numerical model is performed by comparing the experimental results of Stancanelli et al. [29] of the front position with the numerical results. Figure 3 reports the experimental results, the numerical results and the predictions of the model of Huppert and Simpson [54] for Test No. 1 and No. 3, which are characterized by different reduced gravity values. The well-known model of Huppert and Simpson [54] has been proposed to predict the front evolution in the slumping phase, and it has been calibrated on a set of experimental data. A linear behavior is recognizable, indicating that the observed gravity currents are in the constant-velocity phase (slumping phase). The $k-\varepsilon$ and the LES simulations agree fairly well with each other in terms of the front positions. Indeed, both numerical results show a linear trend characterized by the same angular coefficient. The slope of the linear trend of the front advancement indicates that for lower reduced gravity (Test No. 3), the averaged front velocity is of about $5.4 \mathrm{~cm} / \mathrm{s}$, which is equal to the value measured in the lab $\left(v_{f-\text { meas }}=5.4 \mathrm{~cm} / \mathrm{s}\right)$; while for higher reduced gravity (Test No. 1), it indicates an averaged velocity of $6.2 \mathrm{~cm} / \mathrm{s}$, which is slightly smaller than the measured value reported in Stancanelli et al. [29] ( $v_{f-\text { meas }}=6.4 \mathrm{~cm} / \mathrm{s}$ ). In general, as should be expected, an increase of the reduced gravity is responsible for an increase of the front velocity.

The influence of the adopted closure schemes is appreciable when comparing the front shape. Figure 4 shows the gravity current front after $t=12.8 \mathrm{~s}$ from the sluice gate opening respectively for (a) the experimental results of Stancanelli et al. [29], the numerical results applying (b) the $k-\varepsilon$ model and (c) the LES model. The gravity current shape of the experimental evidence, defined applying a density concentration threshold equal to 0.96 , is reported as a dash-dotted green line over the numerical results. As expected, the $k-\varepsilon$ model tends to smooth out the shape of the interface showing also
a front with a round shape (Figure 4b). The LES turbulence model, instead, reproduces a sharper front (Figure 4c), which agrees better with the experimental observations (Figure 4a). Furthermore, the dynamics at the interface between the two fluids is better reproduced by the LES model, since mixing processes induced by the shear between the two fluids and at the bottom induced by the wall effect are better represented.


Figure 3. Front position of the gravity current in quiescent ambient fluid. The numerical results are compared with the results of the experimental campaign of Stancanelli et al. [29] and with the model of Huppert and Simpson [54]: (a) Test No. 3, reduced gravity equal to $0.08 \mathrm{~m} / \mathrm{s}^{2}$; (b) Test No. 1, reduced gravity equal to $0.10 \mathrm{~m} / \mathrm{s}^{2}$.


Figure 4. Density contour map observed and calculated for Case 3 after $t=12.8 \mathrm{~s}$ from the gate opening: (a) using the light intensity to infer the dye (salt) concentration during the experiments; (b) $k-\varepsilon$ model simulation; (c) LES model simulation. In both density maps, 10 contour layers are used, with values in the range $998-1006 \mathrm{~kg} / \mathrm{m}^{3}$. The shape of the experimental gravity current (density concentration threshold 0.96 ) is indicated with a dash-dotted green line on the numerical results.

Both turbulence models are able to reproduce the development of K-H billows. Such turbulent structures are mainly 2D. This allows one to investigate them also using width-average measurements acquired at the side wall. However, the experimental observations fail to describe small-scale instabilities. For investigating such instabilities, we analyze the results of the LES model, which is
more reliable, and it enables us also to observe the presence of 3D structures, such as lobe and cleft instabilities interacting with K-H billows. In the numerical simulations, the lobe and cleft development is observed 5 s after the sluice gate opening. The development of these instabilities caused the loss of the coherent structure of the K-H billows. In Test 1, when the density current propagates in initially quiescent ambient fluid, the small instabilities at the interface appear first in the region just behind the front and then propagate further downstream (see Figure 5a,b). This result is in agreement with the results of Cantero et al. [18], which observed firstly that fluids roll up by baroclinic generation of Kelvin-Helmholtz vortices and then the breakup and decay of these vortices into small-scale turbulence structures, which propagate upstream with time. In the presence of waves (Test 2), a similar generation of K-H billows at the interface and of lobe and clefts at the bottom occurs only during an initial phase. After such a short transitory, the effects of the wave-induced motion can be clearly recognized. In particular, 3D instabilities are formed all over the interface of the gravity current as the response of the non-linear interaction with the superimposed wave field (see Figure 5c,d). It appears that for an experimental duration less than 4 s , the presence of waves does not play a role; while for longer durations, a significant contribution of the orbital motion is observed. In particular, the intensity of the turbulence is reduced at the interface near the saltier front.


Figure 5. Iso-surface representation of density current ( $\rho=1004 \mathrm{~kg} / \mathrm{m}^{3}$ ) adopting the LES turbulence model, respectively: for the Test 1 simulation modeled at the following time steps: (a) $t=8 \mathrm{~s}$ and (b) $t=20 \mathrm{~s}$; for the Test 2 simulation modeled at the following time steps: (c) $t=8 \mathrm{~s}$ and (d) $t=20 \mathrm{~s}$.

In order to better clarify the influence of the wave motion, the turbulent structures observed at the middle longitudinal section are represented adopting the Q-criterion (see Figure 6). Also in this case, we can compare the condition of quiescent ambient fluid (Case 1 ) and of superimposed surface waves (Cases 5 and 6). It can be noticed for all cases presented that the region behind the front (linear extension of about 0.6 m ) is strongly turbulent. In particular, a turbulent layer close to the bottom boundary of the channel is identified along the $x$-axis from the front $(x=6.36 \mathrm{~m})$ until behind the section $x=5.50 \mathrm{~m}$. Such a turbulent layer, responsible for quasi-streamwise vortices and hairpin vortices, was also observed in the experimental and numerical analysis of Cantero et al. [18] and of Kyrousi et al. [51], and it will be further discussed in the following. Turbulence structures that govern the region upstream ( $4.50 \mathrm{~m}<x<5.50 \mathrm{~m}$ ) show a regular pattern with cores of the vortices alined along an ideal horizontal in the presence of quiescent ambient fluid. Instead, for both analyzed wave conditions, the cores of
the vortices are losing the coherent characteristic of the K-H billows. Relevant differences between the absence and the presence of waves can be noticed in the upstream region ( $3.80 \mathrm{~m}<x<4.50 \mathrm{~m}$ ) where the appearance of numerous small turbulence structures is identified in the presence of the oscillatory motion. Such phenomena are responsible for an increased mixing in the presence of waves (see Figure $7 \mathrm{~b}, \mathrm{c}$ ), which is predominantly for the test case characterized by a wave-dominated ( $u_{w}>v_{f}$ ) regime (Figure 7c). As could be reasonably expected, the current-dominated ( $v_{f}>u_{w}$ ) regime shows turbulence features more similar to the quiescent ambient fluid case. The spatial distribution of these wave-induced small-scale vortices differs for the two type of waves. In particular, for the longer wave case, they are distributed vertically along the water column, while for shorter waves, an increment of the presence of small structures close to the bottom boundary layer is observed. We believe that the generation of the small-scale vortices, in Test No. 5 and No. 6, is dependent on the mass transport induced by the wave propagation. This assumption is also supported by different studies [55-58] on the wave-induced turbulence, which argued that the turbulent kinetic energy dissipation rate is mainly influenced by a component of the mass transport, the Stokes drift.

In the upper layer, the waves induce a mass transport in the opposite direction of the lighter front propagation (offshore direction), which results in a rearrangement of the density gradient (see Figure 7). In the lower region, in the case of shorter waves, the mass transport has a stronger offshore-directed negative component, while in the presence of longer waves, it could have a positive component close to the bottom [29]. The presented results (Figures 6 and 7) show that the different wave regime is responsible for a change of the density gradient that changes the density field with a variation up to $60 \%$ compared to the case in the absence of waves.

## Q-criterion for vortex structures



Figure 6. Q-criterion representation of vortex structures at the time step $t=17.4 \mathrm{~s}$ (LES model) for gravity current characterized by the same reduced gravity value $\left(0.13 \mathrm{~m} / \mathrm{s}^{2}\right)$, but different ambient fluid regimes, respectively for: (a) quiescent ambient fluid; (b) presence of shorter regular waves (Case 5); (c) presence of longer regular waves (Case 6).


Figure 7. Density maps at different time steps (LES model) for gravity current characterized by the same reduced gravity value $\left(0.13 \mathrm{~m} / \mathrm{s}^{2}\right)$, but different ambient fluid regimes, respectively for: (first row) quiescent ambient fluid (Case 1); (second row) presence of shorter regular waves (Case 5); (third row) presence of longer regular waves (Case 6).

The processes at the bottom are herein described through x-velocity and density maps, presented in Figure 8. Velocity maps show characteristic features of gravity current propagation [18] in the absence of waves, with a mean component similar to the front velocity. For the wave combined flow, spatial velocity oscillations are in accordance with the wave phase. The amplitude of velocity oscillations is of the same order of the maximum horizontal orbital velocity at the bottom ( $u_{w}=8 \mathrm{~cm} / \mathrm{s}$ ). For the gravity current propagation in the absence of waves and in the presence of waves in all cases, the shape of quasi-streamwise vortices is recognizable from the density maps acquired during a wave period (Figure 8). For the case in the presence of waves, the mixing process is slightly enhanced, and such a phenomenon could be due to shear velocity induced by the presence of waves in the bottom boundary layer.

Results in terms of vertical profiles of density and horizontal velocity are presented for the front region, always comparing simulations in the absence and in the presence of waves (see Figure 9). Figure 9a,b shows the 2D density maps indicating with a dash line the section where the profiles presented in Figure 9e,f are gathered during a time period of 1.2 s (about $2 T_{w}$ ) $16 \mathrm{~s}<t<17.2 \mathrm{~s}$ after gate opening. Simulation results show that oscillatory motion induces a thicker mixing layer. Indeed, in the absence of waves, the mixing layer thickness is about $20 \%$ of the water depth $H$ (Figure 9c), while in the presence of waves it increases up to $50 \%$ of the water depth $H$ (Figure 9e). Symmetric velocity profiles are recovered for quiescent ambient fluid, while asymmetric ones are obtained in the presence of waves. In initially quiescent ambient fluid, the velocity profiles collapse onto each other, confirming that the density current is in the constant velocity phase (slumping) (Figure 9d). The asymmetry of the velocity profiles in the presence of waves is caused by the propagation of waves under intermediate water depth that induces a velocity field within a wave cycle, varying in relation to the wave period (i.e., crest, though, etc) and influencing the flow along the entire water depth. Moreover, focusing on the lower part of Figure 9f, which describes the velocity of the heavier fluid, we observe an oscillation of the velocity values reaching peak values $(13 \mathrm{~cm} / \mathrm{s})$, which are two-times greater than the mean velocity observed in the absence of waves $(6.5 \mathrm{~cm} / \mathrm{s})$. Comparison between experimental results and simulation of gravity currents characterized by the same reduced gravity $\left(0.13 \mathrm{~m} / \mathrm{s}^{2}\right)$ and the same ambient flow conditions is presented in Figure 10. Both the initially quiescent fluid and the presence of waves, $H_{w} / L_{w}=0.06$, are considered here. Results are in dimensionless form at a section located 1.5 H upstream of the front, with the elevation scaled by the local current depth $h_{f}$. Both numerical
and experimental profiles confirm that the presence of waves is responsible for an increased mixing compared to the no wave case. The model tends to overestimate such an effect. However, it should be also considered that numerical results are obtained at the centerline of the flume, while the measured concentration profiles are width-averaged.


Figure 8. Maps of the $x$-velocity component and density at the bottom, respectively for Test No. 3 (absence of wave) and Test No. 4 (presence of waves). The maps are presented with a time interval of 0.2 s covering the time period of 0.8 s , a duration equal to the wave period of Test No. 4.

Analysis of the gravity current within a wave cycle shows the time and spatial oscillation of the depth of the gravity current $\Delta_{h_{f}}$. Stancanelli et al. [29] have observed this phenomenon and have also evaluated it in relation to the orbital particle trajectory under the water waves. Figure 11 shows data from both the experimental campaign of Stancanelli et al. [29] and the simulations, which are
compared with the maximum vertical displacement of the wave-induced particle trajectory $2 B[29,59]$. The comparison between the gravity current depth oscillations predicted by the $k-\varepsilon$ model and the LES model with the experimental results (Case 2) shows a small overprediction for the LES model (5\%) and a quite substantial under-prediction ( $30 \%$ ) for the $k-\varepsilon$ model. The numerical results of the LES simulations agree fairly well with the experimental observations (errors less than $10 \%$ ). For shorter waves ( $H_{w} / L_{w}<0.02$ ), both numerical and experimental results show a stronger relationship $\Delta_{h_{f}}-2 B$, indicating a greater dependency on the wave regimes.


Figure 9. LES simulation results of gravity currents. Case 3: (a) density map at $t=16 \mathrm{~s}$ reporting the section $x=5.9 \mathrm{~m}$ of the profiles; (c) density profiles and (d) velocity profiles acquired from $t=16 \mathrm{~s}$ to $t=17.2 \mathrm{~s}$ with a time step of 0.2 s . Case 4: (b) density map at $t=16 \mathrm{~s}$ reporting the section $x=5.9 \mathrm{~m}$ of the profiles; (e) density profiles and (f) velocity profiles acquired from $t=16 \mathrm{~s}$ to $t=17.2 \mathrm{~s}$ with a time step of 0.2 s .


Figure 10. Comparison between concentration profiles acquired at $t=11.6 \mathrm{~s}$ and at a section located 1.5 H upstream of the front respectively for LES simulations (a) and for the experimental results of Stancanelli et al. [29] (b). The profiles refer to the gravity currents with reduced gravity of $0.13 \mathrm{~m} / \mathrm{s}^{2}$ propagating in quiescent ambient fluid (no wave) and in the presence of regular surface waves ( $H_{w} / L_{w}=0.06$ ). For the numerical simulations, they are relative to the centerline of the flume, while for the experimental results, they are width average measurements.


Figure 11. Comparison between the observed maximum oscillation of the gravity current depth $\Delta_{h_{f}}$ (at $x=5.10 \mathrm{~m}$ ) and the maximum vertical displacement of the wave-induced particle trajectory $2 B$. Data from the experimental campaign of Stancanelli et al. [29] and the simulation results.

## 5. Conclusions

Gravity currents in the absence and in the presence of regular surface waves are investigated by means of a CFD model, focusing on understanding the physics that governs the gravity current dynamics in relation to the ambient fluid field velocity.

Comparisons with experimental data are carried out in order to validate the capability of the adopted CFD model. The influence of the adopted turbulence closure method on the description of the dynamics of the propagation of the gravity current is evaluated. The computational cost required for the LES model is more then twice that needed for running the $k-\varepsilon$ model. The gravity current development in terms of the average velocity of the front is well reproduced by both the $k-\varepsilon$ model and the LES model. The prediction of average front velocity is equal for both models, although it is slightly underestimated, $5 \%$, in the case of higher reduced gravity by both models. Differences are noticed in terms of shear-induced instabilities causing a different mixing pattern at the interface. Comparison with the experimental shape of the gravity current shows that the location of the K-H billows is better reproduced by the LES model. The influence of the ambient fluid on the dynamics of the gravity currents is then analyzed with the more reliable LES scheme. The presence of lobe and clefts at the bottom of the front is visible after a few seconds from the generation of the gravity currents ( 5 s ) for both conditions of ambient flow (Case 1 No. waves, Case 2 with waves). The density iso-surfaces show the formation of both K-H billows and 3D turbulent instabilities at the interface of the gravity current. The first ones appear suddenly after the front generation, while the latter ones are observed later. In the case of density currents in quiescent ambient fluid, the 3D instabilities develop at the front and propagate further upstream. In the presence of waves, such instabilities are present along all the density current, showing a lower intensity if compared with the case in the absence of waves. Moreover, the lighter front propagating in the opposite direction of the waves generates small-scale turbulent structures. Such turbulent structures are presented in both cases of shorter and longer waves, and their distribution is influenced by the mass transport induced by the wave propagation. Such evidence is also supported by the studies of Huang and Qiao [60], who observed that the turbulence induced by the surface wave decays in relation to the Stokes drift. The latter together with the Eulerian velocity describes the mass transport. The number of such small vortices seems to be related to the ratio between the front velocity and the horizontal orbital velocity $\left(v_{f} / u_{w}\right)$. For the wave-dominated regime $\left(v_{f} / u_{w}<1\right)$, a much larger number of vortices appear, also close to
the bottom. It follows that in the presence of waves, the dynamics of the propagating density current appears strongly modified. The orbital motion is responsible for the increase of the mixing processes at the front. This is clearly observed at the bottom, where the relative density difference between the no wave and the wave case is about $20 \%$. In the region of the negative front, the difference between the no wave and the wave case is even larger, reaching up to $60 \%$. Further analyses on the mixing process acting at the front are carried out in terms of the vertical profiles of density and horizontal velocity. The density profiles show that the thickness of the observed mixing layer is equal to $20 \%$ of the water depth $H$ in initially quiescent ambient fluid and to $50 \%$ of the water depth $H$ in the presence of waves. The velocity profiles indicate that the gravity currents in the presence of waves advance following a periodic development, which is repeated for each wave cycle. The velocity values of the heavier fluid oscillate reaching peak values two-times greater than the velocity values in the absence of waves. Finally, wave-induced oscillation of the gravity current depth has been analyzed in comparison with the experimental results, and the LES model is more accurate (error less than 10\%), showing results in accordance with the experimental evidence. For shorter waves, the gravity current depth oscillation is mainly influenced by the orbital motion, while for longer waves, phenomena such as instantaneous mixing or diffusion can influence the measure of the gravity current depth.

The present research allowed also the analysis of the small-scale vortices induced by waves, which are responsible for the development of different mixing processes. This phenomenon was never observed in previous works dealing with gravity current in the presence of waves. Indeed, due to the instrumentation constraints, the experimental campaign [28,29] could not investigate such phenomena. Previous numerical investigations [27] were focused on the propagation velocity, or just on larger structures captured by a simplistic turbulence closure [30] where calibration procedure are needed prior to application. Certainly, further investigations are needed for a more comprehensive understanding of the interaction between the wave-induced turbulence with the gravity current turbulence.

Future works will investigate the dynamics of density current propagation combined with oscillatory wave motion during the buoyancy-inertia phase. In initially quiescent ambient fluid, the density current during the buoyancy-inertia phase is composed by a heavier fluid head and a diluted tail, and the front velocity is no longer constant, as it was during the slumping phase. In such a highly variable system, it would be interesting to evaluate the effects on the gravity current dynamics of the periodic disturbances induced by the superimposed surface wave field. Moreover, the process of energy exchanges will be investigated, considering the balance between the kinetic and the potential energy.
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#### Abstract

This paper presents results from experiments that were carried out to study the effect of porosity and grain orientation on flow resistance. Experiments were performed over three rough surfaces; a water-worked gravel-bed, its non-porous facsimile (cast-bed) and the rotated cast-bed (cast tiles rotated through $180^{\circ}$ ). The first two beds were used to isolate the influence of gravel-bed porosity on the bulk flow resistance and the rotated cast was used to study effect of the grain orientation on the flow resistance. The results showed that the rotated cast-bed exerted the highest flow resistance whereas the porous water-worked gravel-bed was, for comparable hydraulic boundary conditions, characterized by slightly higher flow resistance than its non-porous counterpart. The results from the bulk flow analysis were substantiated by a preliminary analysis of flow velocity data.
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## 1. Introduction

Gravel bed rivers represent an important stream-type in the fluvial environment. Gravel beds are, in general, characterized by a large roughness influencing hydraulic and fluvial processes, which in turn govern the turbulent flow structure, flow resistance, sediment transport, and morphological development. Although these processes have been in the focus of research for a long time, there is still a lack of knowledge with regard to near bed flow structure, flow resistance (e.g., [1-3]) and exchange processes between the main stream and groundwater flow (e.g., [4,5]). This is partly associated with the fact that many studies have focused mainly on the determination of roughness coefficients as a function of characteristic grain-sizes thereby neglecting the structure of gravel beds.

Traditional methods quantify flow resistance through Manning's roughness coefficient $n$, Chézy's flow resistance factor $C$ or Darcy-Weisbach's friction factor $f$ [6]. These are interrelated and can be written as a function of the bulk velocity $U$, water depth $h$ and energy slope $S_{f}$. As an example, the Darcy-Weisbach friction factor $f$ is defined as

$$
\begin{equation*}
f=8 \frac{u_{*}^{2}}{u^{2}} \tag{1}
\end{equation*}
$$

where $u_{*}$ denotes the shear velocity which, for uniform flow conditions, can be determined according to $u_{*}=\left(g h S_{f}\right)^{0.5}$ with $g=$ gravitational acceleration. Gravel-bed roughness is often described by a characteristic grain size of the bed material (e.g., $d_{50}, d_{84}$ or $d_{90}$ ) and is linked to the friction factor via empirical or semi-empirical relationships (e.g., [6-10]). However, gravel-beds are characterized by a
high degree of irregularities (grain shape, orientation, packing pattern, etc.), multiple roughness scales (e.g., small and meso-scale bedforms such as pebble clusters, steps, pools, etc. [11]) and therefore roughness properties may vary independently of grain size [12]. Some studies suggested that the standard deviation of bed-elevations may be used as characteristic vertical roughness scale (e.g., [3,13-15]) and further studies focused on the determination of characteristic horizontal roughness scales through the analysis of longitudinal profiles or digital elevation models, respectively, using spectral analysis, correlation functions and structure functions (e.g., [12,13,16,17]). Despite the application of surface structure analyses, there is still no consensus regarding the interpretation of the results or the most appropriate measure of bed roughness $[18,19]$.

Moreover, it has often been tacitly assumed in flow resistance studies that fluvial beds may be considered as non-porous structures despite the fact that natural gravel-beds are typically composed of a coarse surface layer and a porous subsurface layer. This assumption implies that a porous and non-porous bed with an identical surface structure would be characterized by exactly the same flow resistance. However, the flow over porous beds is characterized by mass and momentum exchange across the sediment water interface due to the pressure gradients driving the flow in and out of the bed [20-22]. The exchange processes, also known as hyporheic exchange, are assumed to have a distinct effect on the near bed flow field and hence flow resistance. In fact, compared to flow resistance studies, only few studies have focused on the influence of bed porosity on flow resistance (e.g., [23-26]). These studies have shown that porous beds impose higher flow resistance than similar non-porous beds.

The present paper investigates this topic further by analyzing experimental data which was acquired over a porous gravel-bed armor layer and its impermeable facsimile. In an additional experimental series, the facsimile was rotated through $180^{\circ}$ so that the bulk flow analysis could be extended towards the investigation of the effect of grain-orientation on flow resistance. Within this paper, we focus on the effect of bed porosity on bulk flow characteristics such as the friction factor $f$, while more detailed considerations regarding the near bed turbulent flow pattern will be presented in a follow up study. The manuscript is organized as follows: the next Section presents a brief review on the significance of bed porosity for flow resistance; Section 3 describes the experimental setup and methodology, and the results are presented and discussed in Section 4. Conclusions are drawn in Section 5.

## 2. Background

The effect of bed porosity on flow patterns has been investigated in several studies based on data acquired in laboratory and numerical experiments over beds composed of different artificial roughness elements. Most of these studies have revealed that the flow resistance over permeable beds is larger than the flow resistance exerted by their impermeable counterparts (e.g., [23-28]). Moreover, various studies have indicated a dependency of the friction factor with the relative thickness of the permeable layer and the Reynolds-number $R e=U h / v$, where $v$ is the kinematic viscosity of the fluid (e.g., $[24,26,29]$ ). The increase of flow resistance with $R e$ has been associated with shear penetration into the porous bed [26-28] and the associated exchange of momentum between the surface flow and the flow in the porous medium which increases the Reynolds shear-stress in the near bed region and hence the flow resistance [25,27,29]. In this context, Breugem et al. [25] found that flow resistance increases with bed permeability or $R e_{K}=\sqrt{K} u_{*} / v$, where $K$ is the permeability, and Manes et al. [27] showed that the characteristic length scale of the turbulent flow over a permeable wall can be defined by the depth of shear penetration. This penetration depth is related to the zero-plane position which may be determined from the velocity profiles above the bed [27].

Comparing flow patterns over a single layer of gravel grains and multiple grain layers, Manes et al. [28] highlighted the dependency flow resistance considerations from the definition of bulk parameters. Assuming that the effective hydrodynamic roughness is related to the thickness of the interface, i.e., the region where the surface and sub-surface flow interacts, and not to the size of the grains composing the bed, the friction factors of the non-porous bed were determined using
the fixed channel bottom as datum for bulk flow parameters such as flow depth and velocity. On the other hand, for the quantification of the friction factors over the porous beds, Manes et al. [28] used the roughness crest as datum to account for the unknown spatial extent of the interface which depends on flow characteristics. This means that the flow in the interfacial sublayer (the region between the roughness crests and troughs) was intentionally neglected in the bulk analysis presented in the study of Manes et al. [28]. Defining the roughness crest as datum for the determination of water depth will result in larger values for the bulk velocities and smaller water depths compared to the case where the roughness trough is defined as datum. Thus, the use of different datums will be associated with different estimates of the friction factor. Moreover, the subsurface flow-rate is typically difficult to measure in experimental studies and is often not considered separately, i.e., it is often assumed that the discharge used in the experiments represents the surface flow rate, although a small portion of the flow is conveyed through the subsurface layer. For lower discharges, this may hamper the analysis of flow resistance data from bulk analyses.

Most of the aforementioned studies have focused on the analysis of data obtained over beds composed of rather regular roughness elements of similar size, and studies with real gravel-beds remain rare. However, such investigations are needed to account for the non-uniform porosity variation from the crest of the gravel-bed layer to the undisturbed subsurface layer (see $[30,31]$ ). The recent study of Cooper et al. [32] used a casting technique to reproduce a non-porous section of 0.4 m length and width of a water-worked gravel surface that was created in a 8.2 m long and 0.6 m wide flume. The flow patterns over the permeable and non-permeable test section were compared based on velocity measurements obtained with Particle Image Velocimetry (PIV). Focusing on the near-bed region, Cooper et al. [32] concluded that the flow resistance imposed by the non-porous surface was higher than that by the porous water-worked gravel-bed, which is contrary to the previous findings. Cooper et al. [32] explained their findings from the analysis of the flow velocity data acquired at the roughness crest. They observed higher double-averaged velocities (velocities averaged in the time and space domain) over the gravel-bed than over the reproduced section and hypothesized that the higher efficiency in the momentum transfer and lower kinetic energy over the porous gravel-bed is a strong indicator that less energy was extracted from the mean flow.

To summarize, all studies related to the effect of bed-porosity revealed that flow resistance is altered by the porosity. More specifically, most studies found that a porous bed offers higher flow resistance than a comparable impermeable bed. This has been associated with the shear penetration and momentum exchange over the porous medium caused by large-scale vortical structures. On the other hand, the study carried out by Cooper et al. [32] over a gravel-bed concluded that flow resistance over a non-porous water-worked gravel-bed is larger than over its permeable counterpart. Some possible explanations for these contradicting results are discussed in Section 4 of this paper, as the experimental methodology of our study is similar to the one used by Cooper et al. [32]. It is worth mentioning that experiments presented in the following section were already ongoing when the study of Cooper et al. [32] was published. Thus, the results of the experiments can be used to shed more light on the influence of bed gravel-bed porosity on flow resistance.

## 3. Experimental Setup and Procedure

### 3.1. Experimental Facility

Experiments were conducted in a 12.5 m long 1 m wide and 1 m deep closed-circuit tilting flume in the hydraulics laboratory at the Norwegian University of Science and Technology (NTNU), Trondheim, Norway. The flume, schematically shown in Figure 1, has a 12.5 m long glass-sided working section and a 2 m long inlet section consisting of a head tank and flow-conditioning section. In the experiments, the flow was recirculated by two centrifugal pumps and the flow rate was regulated by electronic motor speed controllers and the valves at each pump. The flow rate was measured by Euromag MUT1000 EL inductive discharge meters (IDM) with an accuracy of $0.1 \%$, installed at the pipes leading
from the pumps to the inlet tank. The maximum flow rate of each pump was $0.225 \mathrm{~m}^{3} / \mathrm{s}$ resulting in a maximum discharge capacity of $0.45 \mathrm{~m}^{3} / \mathrm{s}$. Polyvinyl chloride (PVC) rods with a diameter of 20 mm were installed in the inlet tank to condition the flow, and the inlet tank was separated from the flume channel by a honeycomb panel which served as flow straightener. The water depth could be adjusted by both a weir installed at the downstream end of the flume and by adding or draining water from the flume using drain valves. Dependent on the experiment, water levels in the flume were determined from pressure measurements using 4 pressure taps located at the flume bottom or from water surface elevation measurements using 8 Microsonic ultrasonic sensors (accuracy of 1\%). The distance between the static pressure taps was 1.25 m with the first tap being located 6.875 m from the beginning of the working section. The ultrasonic sensors were installed in the same flume reach where the static pressure tubes were located. The spacing between the acoustic sensors varied from 0.4 m to 0.7 m to avoid acoustic interferences of the signals emitted from adjacent sensors.


Figure 1. Isometric view of the 3D drawing of the recirculating flume (the pumps, which are located below the inlet tank, are not shown). All units are in [mm].

### 3.2. Bed Types

The first series of measurements was carried out over a water worked gravel-bed armor layer with a porous subsurface. For the generation of the armor layer, a 0.20 m high and 10.31 m long gravel layer consisting of a well-mixed sediment mixture ( $0.64 \mathrm{~mm}<d<64 \mathrm{~mm}$; see Figure 2 for the grain-size distribution) was placed in the flume. The sediment mixture was similar to the one used in the study by Aberle and Nikora [16]. The bed was screeded flat and surface compacted to ensure that the bed slope was parallel to the flume slope. The gravel layer was retained by a L-shape perforated sill at its upstream and downstream end to allow for subsurface flow during the experiments. The 2.19 m long flume section between the gravel-bed and the upstream flow straightener was formed by coarse gravel to prevent scouring (Figure 1).

The gravel layer was water-worked with quasi-uniform flow conditions for a discharge of $Q=0.2 \mathrm{~m}^{3} / \mathrm{s}$, a bed and water surface slope of $S_{b}=S_{w}=0.0027$, respectively, and a water depth of $h=0.24 \mathrm{~m}$. The eroded sediment was collected in a basket placed downstream of the gravel layer and the surface was considered to be armored when the sediment transport rate became less than $2.0 \mathrm{~kg} / \mathrm{h} / \mathrm{m}$, i.e., the same criterion was used as in Aberle et al. [33]. After the armoring, the bed topography was scanned over a total length of 7 m using an Acuity AR200-100 laser displacement meter attached to a traversing system spanning the flume length. The diameter of the footprint of the laser beam ranged between 55 and $250 \mu \mathrm{~m}$ dependent on the distance of the laser to the bed surface, and the accuracy of the bed elevation measurements was $30.5 \mu \mathrm{~m}$. The coordinate system had its origin
$x, y, z=(0,0,0)$ at the beginning of working section, the span wise direction $y=0$ was at the right glass wall of the flume and the vertical coordinate $z=0$ at the plastic channel bottom (see Figure 1). In total, 660 longitudinal profiles were recorded at a span wise step distance of $\Delta y=1 \mathrm{~mm}$. The scanned section did not include the topography near the glass walls (approx. 170 mm on either side) due to the setup of the traversing system. Each longitudinal profile was recorded with a sampling frequency of 100 Hz and a traverse speed of $2000 \mathrm{~mm} / \mathrm{min}$ resulting in a longitudinal resolution of $\Delta x=0.33 \mathrm{~mm}$. Spikes in the scanned data were removed manually during the post processing and the final data were used to produce digital elevation models (DEM) of the gravel and the cast surfaces, respectively. The scans will be analyzed in Section 4.1.

Porosity measurements were carried out before and after armoring using the water displacement method (WDM) to obtain the vertical distribution of the porosity of both the initial and water-worked gravel-bed (see [31] for details). In addition to the WDM, the porosity distributions were also derived from the laser scans. The corresponding results will be presented in Section 4.1.


Figure 2. Grain size distribution curve of the gravel mixture.

In order to study the effect of the bed subsurface porosity on the flow, a 7 m long section of the armored gravel-bed was reproduced using the casting technique reported in Spiller and Rüther [34], Navaratnam et al. [35] after completion of the hydraulic measurements over the gravel-bed (the latter are described below in Section 3.3). For the preparation of the molds, a thin steel plate was vertically inserted 1 cm into the gravel layer at both ends of the 7 m long section (at $x=3250 \mathrm{~mm}$ and $10,250 \mathrm{~mm}$, respectively; see Figure 3) and a bi-component silicon mixture was poured layer-by-layer onto the section. The initial layer was very thin so that the silicon did not alter the grain orientation and did not penetrate the sub-surface. This facilitated the removal of gravel grains from the silicon-mold. It was also ensured that the silicon seeped enough into the interstices in the roughness layer, i.e., into the pore space between the roughness crest and trough. All silicon layers were poured before the initial layer solidified completely to guarantee bonding between the layers. The last silicon layer submerged the highest grain elevation by 2 cm enabling the proper handling of the mold. The final silicon-body was screeded horizontally and allowed to cure for one day. After solidification of the silicon, the two steel plates were removed, and the silicon mat was cut in half and removed from the flume with the help of a crane. The two resulting silicon mats were manually cleaned from sediment particles.

For the preparation of the cast surface, the two silicon mats were further subdivided into two mats of 2.3 m and 1.2 m length, respectively, resulting in a total of 4 molds which originated from Sections 2-5 in Figure 3. Each mold was placed inside a wooden frame and levelled horizontally to avoid the introduction of artificial slopes in the cast. The cast consisted of polyurethane resin mixed with a filling powder (ATH-Aluminum trihydrate) in a volume ratio of 1:2.5 (resin:filler). The filler powder reduced the heat emission from the exothermal reaction during curing so that the shrinkage of
the cast was limited to $1 \%$. The edges of the cast pieces were polished to remove irregularities due to leakage and small irregularities in the wooden frame.

The final cast pieces were placed in the flume so that tiles $2-5$ were accurately reproducing the original gravel surface. Copies of the 1.2 m long tiles (tiles 1, 6 and 7 in Figure 3; marked in orange) were cut to the required length and placed at the upstream and downstream end of the bed so that all parts of the bed were completely immobile. Small gaps between the tiles and between the tiles and the glass wall, respectively, were filled with silicon and clay to make it water tight. Both, the upstream and downstream end were sealed to avoid flow development under the cast. After its installation, the cast-bed was scanned using the laser displacement meter.

The third bed configuration was installed following the completion of the hydraulic measurements over the cast-bed to investigate the effect of grain orientation on hydraulic roughness. For this purpose, the cast pieces (except pieces 1, 6 and 7) were rotated through 180 degrees and, after sealing the gaps, the bed was scanned again.


Figure 3. Plan view of the flume consisting the working section; colored section and numbers denote the position of the cast tiles placement. All units are in [mm].

### 3.3. Hydraulic Measurements

Hydraulic measurements were carried out over each of the three surfaces for a total of seven different hydraulic boundary conditions. Three different shear velocities were achieved and the range of relative submergence $h / k$ in the gravel-bed tests varied between 3.6 and 9.3 (see Table 1). The roughness height $k$ was derived from the laser scan data and corresponded to the difference $Z_{99}-Z_{01}$, where, $Z_{99}$ and $Z_{01}$ denote the 99 th and 1st percentile of the distribution of bed elevations, respectively; the datum for the water depth $h$ was at the mean bed elevation.

For the gravel-bed tests, the water surface slope was determined using the data from the four pressure taps at the flume bottom. For the cast-bed, the solid bottom prevented the measurements from pressure taps and the water surface slopes were determined using the data from the 8 ultrasonic sensors. Additional tests in which multiple measurements were taken for a particular water surface slope indicated that the results from both measurement systems gave the same mean slope with the same order of magnitude of the deviation from the mean. Although uniform flow conditions were targeted, it was difficult to match the water surface slope exactly with the bed slope due to the mild slopes and the discrete nature of the water surface slope measurements. Both slopes were similar, but still showed some differences so that the St. Venant equation was used to determine the friction velocity [36]:

$$
\begin{equation*}
u_{*}=\left[g h S_{b}-g h\left(S_{b}-S_{w}\right)\left(1-F r^{2}\right)\right]^{1 / 2} \tag{2}
\end{equation*}
$$

where $h$ denotes the water depth and $F r$ the Froude number which is defined as $F r=U /(g h)^{0.5}$. Equation (2) represents a simplified version of the St. Venant equation which is obtained by assuming that the slopes are very small. In the tests over the impermeable facsimiles (cast), the discharge was adjusted to ensure the same water surface slope and water depth as in the testes over the permeable bed.

Table 1. Hydraulic boundary conditions applied for the measurements over the water-worked gravel-bed. The bulk flow velocity was determined from the equation of continuity $U=Q / A$ where $A=h b$ denotes the cross-sectional area with $b=$ flume width ( 1 m ).

| Test | $S_{\boldsymbol{b}}$ | $S_{w}$ | $h$ <br> $[\mathrm{~m}]$ | $h / \boldsymbol{k}$ <br> $[-]$ | $Q$ <br> $\left[\mathbf{m}^{3} / \mathrm{s}\right]$ | $\boldsymbol{U}$ <br> $[\mathrm{m} / \mathrm{s}]$ | $\boldsymbol{F r}$ | $\boldsymbol{R} \boldsymbol{e}$$\boldsymbol{u} *$ <br> $[\mathrm{~m} / \mathrm{s}]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BC1 | 0.0018 | 0.00134 | 0.137 | 3.6 | 0.056 | 0.41 | 0.35 | 55890 | 0.043 |
| BC2 | 0.0015 | 0.00103 | 0.178 | 4.7 | 0.076 | 0.43 | 0.32 | 76270 | 0.043 |
| BC3 | 0.0015 | 0.00103 | 0.236 | 6.2 | 0.121 | 0.51 | 0.34 | 120787 | 0.050 |
| BC4 | 0.0020 | 0.00159 | 0.215 | 5.7 | 0.124 | 0.58 | 0.40 | 124107 | 0.059 |
| BC5 | 0.0013 | 0.00083 | 0.293 | 7.7 | 0.156 | 0.53 | 0.31 | 156412 | 0.050 |
| BC6 | 0.0010 | 0.00051 | 0.353 | 9.3 | 0.168 | 0.48 | 0.25 | 167987 | 0.043 |
| BC7 | 0.0015 | 0.00098 | 0.319 | 8.4 | 0.200 | 0.63 | 0.35 | 199883 | 0.057 |

Velocity measurements were taken using the TSI stereoscopic particle image velocity system (SPIV; 2-dimensional 3-component velocimetry). The PIV measurements were carried out at $x \approx 8000 \mathrm{~mm}$ and $y \approx 500 \mathrm{~mm}$, i.e., in the centerline of tile number 4 (see Figure 3). The laser sheet was formed by a Nd:YAG (neodymium-doped yttrium aluminum garnet) double-pulsed laser and was aligned normal to the bed surfaces and parallel to the flume walls. The flow was seeded with polyamide particles of $55 \mu \mathrm{~m}$ diameter. Two high speed 4 Mega Pixel CCD (Charge-coupled device) cameras captured the particle images at a frequency of 20 Hz for a period of 150 s , producing 3000 image pairs per camera i.e., 12,000 images in total. The images were post-processed and analyzed using the TSI Insight 4G software. An interrogation area of $32 \times 32$ pixels with $50 \%$ overlapping was set to increase the probability that the seeding particles close to the edges of the interrogation area correlated well. The resulting grid size of the vector field was $16 \times 16$ pixels which corresponded to a spatial resolution of $1.56 \mathrm{~mm} \times 1.56 \mathrm{~mm}$ in streamwise and vertical direction respectively.

## 4. Results and Discussions

### 4.1. Comparability of the Surfaces

The vertical distributions of the porosity for initial gravel (surface-compacted), water-worked gravel, cast and the rotated cast are presented in Figure 4. For the water-worked gravel-bed, the porosity obtained from the WDM measurements decreased from $\phi=1$ at the roughness top to an absolute minimum just above the roughness trough before reaching an approximately constant value in the sub-surface. The increase in porosity close to the plastic bottom of the flume was associated with the combined effect of capillary action and poor sorting of gravel at the bottom [31]. The bulk porosity of the water-worked gravel-bed was $\phi=0.31$ whereas the bulk porosity of the surface compacted gravel was $\phi=0.26$; this difference was due to the larger height of the interfacial sublayer of the water-worked bed compared to the surface compacted bed. Note that the porosity values $\phi>1$ for the WDM measurements in Figure 4 are associated with the large spatial scale of the measurements (spanning the whole gravel-bed) and the accuracy of the measurements (see also [30]). The porosity distribution of the water-worked gravel-bed obtained by the WDM measurement matched the porosity distribution derived from the laser scans gravel-bed from the roughness crest $(z / H=1)$ to $z / H \approx 0.85$, where $H$ denotes the height of the bed measured from the flume bottom. Below $z / H \approx 0.85$, the results from the two methods deviate since the laser scan could not capture the pore space in the subsurface layer, i.e., the measurement range of the laser scan was restricted to the distance from the roughness crest to the roughness trough so that $\phi=0$ at the roughness trough for these measurements.

For the cast-beds, the porosity varied from $\phi=1$ at the roughness top to $\phi=0$ at the roughness trough. These distributions were solely obtained from the analysis of the laser scan data as the non-porous structure of the bed prevented the use of the WDM. The comparison of the porosity distributions derived from the laser scan measurements nearly collapse on a single line which is a first indicator of the accurate reproduction of the bed surface. However, a difference can be observed for
the rotated cast just above the roughness trough and $\phi<0.2$. This is associated with the placement of the tile and is described below in some more detail.


Figure 4. The vertical distribution of the porosity for all surfaces, $z$ is the distance from the flume bottom and $H$, the total height of the bed.

The digital elevation models of the surfaces obtained from the laser scan, shown in Figure 5, were used to compare the geometrical properties of the three bed configurations and to ensure accurate placement of the cast pieces. The following analysis focuses on the 4.65 m long section over which the water surface slope was measured (tiles 3 to 5 in Figure 3) and which contained the PIV-measurement area. For the analysis, the DEMs were detrended and the origin of the vertical coordinate corresponds to the mean bed level.

The visual comparison of the permeable gravel-bed (Figure 5a) with its impermeable counterpart (cast; Figure 5b) indicates a good agreement between the two surfaces. The only visible difference is at the transitions between the tiles in Figure 5 b at $x=6750 \mathrm{~mm}$ and 9050 mm . The match of the cast-bed with the water worked gravel-bed can be analyzed by comparing the distributions of the bed elevations (Figure 6a) as well as the histogram of the observed differences in vertical elevations at each DEM grid point between the gravel and cast-bed (Figure 6b). The histograms shown in Figure 6a reveal a good agreement between the gravel and cast-bed, and the histogram of bed elevation differences (Figure 6b) indicates that most of the values characterizing the deviation of the two surfaces are within the range of $\pm 5 \mathrm{~mm}$. It is worth noting that the histogram in Figure 6b includes, besides the effects of shrinkage and the joints between the tiles, the tile-alignment as it was based on the subtraction of the two DEMs. The good match of the gravel-bed with the cast-bed can further be substantiated by the statistical moments of the surfaces which are presented in Table 2. The standard deviation of bed elevations $\sigma$, skewness and kurtosis are directly comparable and fall into the typical range for armored gravel-bed surfaces as defined by Coleman et al. [3].

The distribution of bed elevations for the rotated cast differs slightly from the distribution of the cast. Strictly speaking, both surfaces should be characterized by identical histograms, however, the observed differences in Figure 6a can be associated with very small transverse slopes induced when replacing the cast sections and due to discontinuities between the tiles. The latter were more pronounced for the rotated cast than for the cast and led to an increased number of measurement errors with the laser displacement meter due to its measurement principle. Despite these differences, Table 2 indicates still a good agreement of the statistical moments of the rotated bed with the ones for the original and cast-bed.


Figure 5. Digital elevation models (DEMs) of (a) gravel, (b) cast and (c) rotated cast surface respectively, thick horizontal red line indicates the position of the laser sheet (flow direction is from left to right).


Figure 6. (a) Histograms of the vertical elevation of all three surfaces; (b) histograms of the difference in the vertical elevations between gravel and cast surface.

Table 2. Statistical moments for the three surfaces.

| Bed Surface | Roughness Height, $k$ <br> $[\mathbf{m m}]$ | Standard Deviation $\sigma$ <br> $[\mathrm{mm}]$ | Skewness <br> $[-]$ | Kurtosis <br> $[-]$ |
| :---: | :---: | :---: | :---: | :---: |
| Gravel | 38.1 | 7.57 | 0.76 | 1.03 |
| Cast | 38.6 | 7.96 | 0.50 | 0.66 |
| Rotated Cast | 40.6 | 8.52 | 0.56 | 0.49 |

The beds were also compared on the basis of normalized 2D-second order structure functions (2DSSF). For this purpose, the filtered normalized 2DSSF were determined according to the
method described in detail in Qin et al. [17]. In brief, filtered 2DSSFs show only values in areas which are characterized by statistical significant correlations. The latter are determined by subdividing the surface in small tiles of a certain length scale and reshuffling them to create new surfaces. For these new surfaces, 2DSSF are calculated and used for statistical significance testing. The method is based on Monte Carlo simulations (see [17] for details) and for the present analysis, the reshuffled quadratic sub-areas were characterized by a side length of $d_{84}$ of the original gravel-bed. The statistical significance testing carried out here was based on a significance level 5\% and 100 Monte-Carlo simulations.

Figure 7 shows the filtered 2DSSFs for the three surfaces and the sub-plots reveal areas of high spatial correlation at small spatial lags (the minimum value of 0 indicates perfect spatial correlation and a value of 1 a lack of spatial correlation). The area of high correlation for small spatial lags are characterized by a central ellipse, and the spatial extent of the main axes of the central ellipses can be interpreted as characteristic length scales in the horizontal plane [19]. The benefit of the filtered 2DSSF is that these length scales can be clearly defined and the resulting values of 100 mm ( 96 mm for the rotated bed) for the long and 40 mm for the short axis (for all three beds) substantiates the high accuracy that was achieved when reproducing the bed.


Figure 7. The 2D second-order structure function of the surfaces filtered by the upper 5\% confidence limit, values lower than the upper $5 \%$ confidence limit are preserved. The greyscale corresponds to the values of the normalized structure function which ranges from 0 to 1 , where the value of 0 defines perfect spatial correlation. Sub-figures (a-c) correspond to gravel, cast and rotated cast surfaces respectively.

The 2DSSFs can also be used to investigate the mean alignment of larger particles on the bed. For the present case, the orientation of the long axis of the ellipses deviates 5 degrees from the flow direction indicating that most of the larger particles are nearly aligned with their long axis in flow direction. This is in agreement with previous studies investigating the surface structure of stable armour layers [16]. Note that the patterns at larger spatial lags in Figure 7 reflect grain structures larger than individual grains. However, despite the fact that they are statistically significant, their value indicates only a low spatial correlation so that these patterns should not be interpreted [17].

### 4.2. Flow Resistance

The good agreement between the geometry of the original bed with its counterparts is a prerequisite for the detailed analysis of differences in hydraulic resistance. Figure 8 shows $(8 / f)^{0.5}$ as a function of relative submergence $(h / k)$ for the three surfaces. The lowest values of $(8 / f)^{0.5}$, i.e., a higher Darcy-Weisbach friction factor $f$, was observed for the tests over the rotated bed for relative submergences $h / k<6$. For relative submergences $h / k>6$, the difference in $(8 / f)^{0.5}$ between the rotated bed and the cast became smaller which may be due to the increasing submergence. Moreover, the uncertainty associated with the water surface slope measurements increased for the highest submergence for which $S_{w}$ was rather small ( $\sim 0.05 \%$ ). On the other hand, in all tests with the rotated cast-bed it was necessary to decrease the discharge to obtain the same water levels as in the tests with the cast-bed (discharge reductions of up to $6 \%$ were required; the average was $4 \%$ ). The higher flow resistance exerted by the rotated cast-bed shows that the orientation of the grains on the surface has a significant influence on flow resistance, i.e., the water working results in a more hydraulically efficient bed configuration (e.g., [37]). For example, rotating the fixed cast-bed means that the lee-areas of grains, where small grains typically settle during armoring, become exposed to the flow. Rotating the cast-bed, these particles are directly exposed to the flow but cannot be eroded as they are part of the cast. As a consequence these areas are characterized by a less hydrodynamic shape than comparable frontal areas of real water-worked beds as the associated drag coefficient changes with the shape and orientation [38]. Consequently, the rotated cast-bed imposes a higher resistance on the flow than the cast-bed. This result thus implies that bed roughness cannot solely be described by a characteristic grain size and that both surface structure and grain orientation play a vital role for the determination of flow resistance $[14,18,19]$.

Figure 8 further reveals small differences in flow resistance between the porous gravel-bed and its impermeable counterpart. For the two lowest submergences $\left(h / k=3.6\right.$ and 4.7), $(8 / f)^{0.5}$ is larger for the porous gravel-bed than for the impermeable cast-bed while for the larger relative submergences this trend is reversed. This means that, for the two lowest submergences, larger friction factors were obtained for the cast-bed than for the porous gravel-bed. These two experiments were carried out with discharges of $Q=0.056 \mathrm{~m}^{3} / \mathrm{s}$ and $0.076 \mathrm{~m}^{3} / \mathrm{s}$, respectively, for the gravel-bed and $Q=0.056 \mathrm{~m}^{3} / \mathrm{s}$ and $0.074 \mathrm{~m}^{3} / \mathrm{s}$ respectively, for the cast-bed to obtain identical water depths $h$. Noting that a certain amount of the flow is conveyed through the subsurface in the porous-bed tests, the discharge used for the calculations of the bulk values in Table 1 should, strictly speaking, be reduced to account for subsurface flow. The experimental setup did not allow for the measurement of the subsurface flow rate but assuming a flow rate of approx. $0.001-0.002 \mathrm{~m}^{3} / \mathrm{s}$, computations indicated that for these two cases the flow resistance of the porous gravel-bed would be slightly larger than for the cast-bed $(h / k=3.7)$ or approximately equal $(h / k=4.7)$. The significance of subsurface flow rate gradually decreases with increasing discharge (and hence increasing relative submergence) so that the results for the experiments carried out with $h / k \geq 5.7$ (discharges $Q \geq 0.121 \mathrm{~m}^{3} / \mathrm{s}$; Table 1) are less affected, i.e., in these tests the flow resistance of the porous bed was larger than for the cast-bed.

The literature review revealed that flow resistance over porous beds depends on $\operatorname{Re}$ (e.g., [24]), and therefore $f$ is plotted as a function of $R e$ in Figure 9. Regarding the comparison of $f$ obtained for the experiments over the cast-bed and the rotated cast-bed, Figure 9 yields the same conclusions as before; the rotated bed is characterized by higher flow resistance for all boundary conditions except
for $R e \approx 170,000$ corresponding to the test which was carried out with the lowest water surface slope $(\sim 0.05 \%)$. For $\operatorname{Re}>100,000(h / k \geq 5.7)$, Figure 9 reveals again that the porous gravel bed showed a higher resistance to the flow than its non-porous counterpart. In fact, for the experiments over the cast-bed the discharge had to be increased for $h / k \geq 5.7$ to obtain the same water depth and shear velocity as in the porous-bed experiments, which confirms the observed trend. The deviation of the friction factors for the tests carried out for the lowest $R e$ values would be mitigated if subsurface flow would be accounted for (see above).


Figure 8. $(8 / f)^{0.5}$ as function of relative submergence $(h / k)$.


Figure 9. The variation of bulk friction factors with $R e$ for the tested bed surfaces.

The above discussion regarding the differences in friction factors needs to be extended regarding the surface properties. For example, the cast-bed was characterized by slightly larger $k$-values and standard deviations $\sigma$ than the porous bed (Table 2). These values indicate that the cast-bed may be slightly 'rougher' in geometrical terms than the gravel-bed, and this may contribute to the observed trend at lower submergences (and hence low Re). Similarly, the rotated cast-bed was characterized by larger $k$ - and $\sigma$-values than the cast-bed, which in turn means that the rotated cast-bed was already rougher due to its placement. However, the differences in $k$ and $\sigma$ are rather small (less than 2 mm for $k$ and 0.56 mm for $\sigma$ ) so that it can be hypothesized that this effect is negligible.

The comparison of the porous and non-porous bed can be further investigated by a preliminary and qualitative analysis of the double averaged longitudinal velocity distributions (i.e., time-averaged PIV-velocities, which were then spatially averaged in planes parallel to the mean bed elevation). Figure 10 shows exemplarily the velocity distributions, normalized with the shear velocities obtained by Equation (2), for three different boundary conditions (BC2, BC3 and BC4) corresponding to the three different shear velocities (Table 1). The origin of the vertical axis $(z=0)$ in Figure 10 corresponds to the mean bed elevation. The global roughness crest (i.e., the roughness crest of the scanned section) was 23 mm above the mean bed elevation whereas the local roughness crest (i.e., the roughness crest of the shorter PIV section) was only 8 mm above the mean bed level.

The three normalized velocity profiles over the gravel-bed tests (open symbols in Figure 10) nearly collapse on a single line and show the expected logarithmic shape above the roughness crest. The three profiles over the cast-beds (solid symbols) deviate slightly, especially the profile for BC2. Note that the dip in the velocity profile for BC 2 at $z \approx 160 \mathrm{~mm}$ is due to a plastic glass which was placed at the water surface to avoid the refraction of laser sheet caused by surface waves. In order to cross-check the data, the velocity profiles were integrated to estimate the discharge and for all presented profiles, the calculated discharge was similar to the discharge used in the experiments.


Figure 10. The double-averaged longitudinal velocities normalized with the shear velocities. Open and filled symbols denote water worked gravel-bed and cast-bed respectively while the colors represent different boundary conditions.

The comparison of the profiles over the gravel-bed with the ones over the cast-bed shows that, for the same boundary condition, the velocities above the crest in the near-bed region ( $8 \mathrm{~mm}<z<80 \mathrm{~mm}$ ) are larger over the cast-bed than over the porous bed. While the aforementioned cast-bed profile for $B C 2$ shows larger velocities than the gravel-bed profile up to $z \approx 80 \mathrm{~mm}$, the velocity profiles for BC3 and $B C 4$ show higher values for the cast-bed up to $z \approx 140 \mathrm{~mm}$ before nearly matching the velocities over the gravel-bed.

The smaller velocities over the crest of the water-worked gravel-bed in the near-bed region are additional evidence that a porous water-worked gravel-bed imposes higher flow resistance. It is interesting to note that in the interfacial sublayer (i.e., $z<8 \mathrm{~mm}$ ), the flow velocities are partly larger over the water-worked gravel-bed than over the cast, especially below the mean bed elevation $(z<0)$. This can be explained by the 'no slip' condition for the non-porous cast-bed while, due to the porosity of the subsurface layer, such a condition does only exist at the gravel-particle surfaces over the gravel-bed. Note that due to the limitations of the PIV-setup, the velocity profiles could not be measured to the roughness trough. Nonetheless, these preliminary results of the PIV data further confirm the results from the bulk-flow analysis that the flow resistance over the porous gravel-bed is larger than over the cast-bed.

The presented results together with the results of the qualitative analysis of the double-averaged velocity profiles can be used to discuss the different results regarding the influence of porosity reported by Cooper et al. [32]. The present study is based on experiments carried out over a casted surface which covered nearly the entire flume area. On the other hand, the length and width of the cast-bed in [32] was limited, corresponding roughly to about $5 \%$ of the total water-worked area, and the control of the sub-surface flow was not clearly stated by Cooper et al. [32]. Moreover, the cast tile was placed in the middle of the water-worked gravel and hence the transition from the gravel-bed to the cast-bed could affect the flow patterns; however, here we can only speculate about this effect. On the other hand, it is interesting to note that the range of relative submergence $(h / k)$ in Cooper et al. [32] varied between 3.1 and 4.6 with Re ranging between 64,000 and 84,000 . The results presented in Figures 8 and 9 indicate that for comparable relative submergences and $R e$-values the cast-bed is 'rougher' which coincides with the findings of Manes et al. [28], Cooper et al. [32] although the behavior of the velocity profiles deviates from the one reported by Cooper et al. [32].

## 5. Summary and Conclusions

The present study presents results from an experimental program aiming at the investigation of the effect of gravel-bed porosity and grain orientation on bulk flow resistance. Experiments were carried out over three different surfaces; a water-worked gravel-bed, its non-porous counterpart (cast-bed), and the rotated cast-bed. The quality of the reproduced beds was shown and discussed based on laser-scan data and statistical parameters. Focusing on the analysis of bulk-flow parameters, the results showed that the rotated cast exerted the highest flow resistance which yielded to the conclusion that not only the surface structure but also its alignment regarding the flow direction (i.e., grain orientation) has a major influence on flow resistance. The results also confirmed the findings from studies carried out over artificial beds that a porous gravel-bed imposes higher flow resistance than its non-porous counterpart for comparable relative submergences. In the analysis of the data, the importance of subsurface flow-rates was briefly highlighted, especially for low relative submergences and hence slightly reduced surface flow rates. The subsurface flow rate has often been neglected in flume studies dealing with the determination of flow resistance, and this can hamper the comparability of results from experiments which were carried out over impermeable beds. The results of the present study have practical implications. For example, colmation processes, i.e., the settling of fine particles in the hyporheic zone, can change the porosity of the sub-surface, and hence the flow resistance (or vice versa). Having analyzed bulk flow characteristics in this paper, we will use the PIV-data for the detailed analysis of flow patterns over the three beds to investigate the effect of porosity on the near bed turbulent flow field and turbulence characteristics in our upcoming analyses.
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#### Abstract

Numerical experiments of wave-current interaction have been performed to investigate the evolution and dissipation of horizontal large-scale vortical structures generated by differential wave breaking and current shearing at river mouths. Specific focus is on the role played by turbulence of scales smaller than the water depth and by seabed friction on the dissipation of the mentioned macrovortices. The analysis reveals two regions of turbulence generation: at the river mouth, and along the curved seaward boundary of the shoal. In the latter zone, macrovortices are formed due to differential wave breaking induced by the sudden variation in water depth and enhanced by opposing currents which favour wave steepening. Such vortices are then advected towards the shore. Among the dissipative mechanisms, dissipation induced by seabed friction is deemed dominant, in particular in the most shallow waters of the shoal. Sub-grid turbulence dissipation, conversely, is more efficient offshore, although exerting some effect also over the shoal when supported by the continuous action of waves.
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## 1. Introduction

At estuaries, river mouths and inlets in a broader sense, waves and outflowing currents give rise to a very wide spectrum of interactions, which, in turn, has effects on the hydrodynamics and morphology of coastal and estuarine environments. Notwithstanding its relevance, though, this strongly nonlinear interplay is still far to be fully understood, and increasing research efforts have been spent over the last decades to study the phenomena connected with wave-current interactions.

A common and easily detectable feature of interacting waves and currents is wave blocking, an occurrence in which the incoming waves are gradually blocked (with part of their energy reflected back to the open sea) by a current flowing in the opposite direction [1,2]. Wave blocking can considerably reduce the energy of sea waves penetrating the river mouth or estuary, since it leads to local wave steepening and breaking and global energy dissipation. The wave frequency spectrum also experiences a downshift, with the high-frequency energy of wind waves being both dissipated by breaking and partially transferred to low-frequency components such as infragravity waves [3]. Currents themselves are also modified by the interaction with waves; experimental investigations have shown that, because of opposing waves, the current velocity profile loses its typical logarithmic shape, with the current strength decreasing near the bottom and slightly increasing near the mean water level [4]. The effects of waves on the current profiles is also highly dependent on the propagation angle of the waves with respect to the current [5]. In the light of the above, it is clear that the coastal areas located at the convergence of marine and riverine forcings are regions of extreme complexity and
their study via experimental and observational means is very difficult. The analysis of the dynamics of wave-current interaction at river mouths has seen a notable increase in recent years thanks to the increasing use of numerical models (e.g., [6-9]).

Coastal environments where waves and currents coexist are also characterized by a high level of turbulence, which promotes water mixing in both vertical and horizontal directions. Turbulence at the mouth of rivers and in the nearby shallow areas is often supported by large-scale, coherent vortical structures with rotation axis perpendicular to the seabed, commonly known as macrovortices [10,11]. Within a shallow-water framework, large eddies are seen to gradually form after the rearrangement of the vorticity field [12], generated because of wave breaking spatial unevenness due to varying topography in both cross-shore and alongshore directions and also because of the mentioned wave-current interaction. Differential wave breaking leads to breakers of finite length and injection of vorticity at the lateral edges of the breaker $[10,13]$. Finite-length breakers leading to vorticity generation are also likely to occur because of variabilities in the incoming wave field, or in the presence of cross-sea, i.e., several wave trains approaching the shore from different directions [14]. Finite-length breakers are a source of considerable vorticity $\omega$ that is injected into the fluid [15]; assuming, for the sake of simplicity, a bore (shock discontinuity) with a straight and finite front propagating in the $x$-direction, so that the $y$-direction is the cross-flow direction, the amount of potential vorticity generated across the jump or bore, $\Delta \Omega$, may be evaluated as

$$
\begin{equation*}
\Delta \Omega=-\left[\frac{2 d_{2}}{g d_{1}\left(d_{1}+d_{2}\right)}\right]^{\frac{1}{2}} \frac{\mathrm{~d} E_{d}}{\mathrm{~d} y} \tag{1}
\end{equation*}
$$

where $\Omega=\omega / d$ is the potential vorticity, $d_{1}$ and $d_{2}$ are the water depths upstream and downstream of the shock, respectively, and $E_{d}$ is the specific rate of energy dissipation, which is strictly related to the jump in water height across the shock:

$$
\begin{equation*}
E_{d}=\frac{\left[d_{2}-d_{1}\right]^{3}}{4 d_{1} d_{2}} \tag{2}
\end{equation*}
$$

According to relation (1), potential vorticity is generated wherever there is a large cross-flow gradient in $E_{d}$ and, hence, an abrupt cross-flow change in $\left(d_{2}-d_{1}\right)$ [16,17]. This situation often happens at the edges of finite-length breakers.

Once macrovortices are well-formed thanks to the reorganization of injected vorticity, they are often advected towards the shore by the action of waves and self-advection, this forcing the vortex to move along the isobaths [10].

A number of studies ascertained that macrovortices are a strong agent in several phenomena and processes occurring in the nearshore, such as flow mixing [18-20], entrainment and distribution of sediment [21,22] and advection of passive tracers [23]. As a natural consequence, macrovortices are crucial in defining the geomorphological response of many environments, such as barred beaches [15], riverine systems [24-26] and compound channels [27,28]. Some recent studies [29-31] also highlighted the role both of river jet instability and of macrovortices for the morphological evolution of estuarine and deltaic structures.

Although a complete representation of turbulent motions at all time and space scales requires important computational efforts, a simplified yet suitable description of the underlying structure of macrovortices can be achieved by means of relatively simple numerical models, such as depth-averaged solvers based on the nonlinear shallow water equations (NSWEs). These models neglect the vertical structure of the described flows by integrating the flow quantities over the water depth, but are still efficient tools to catch the relevant features of wave-current interactions and 2-dimensional large-scale vorticity.

Such simplified models can be further complemented by coupling with Large Eddy Simulation (LES) models to improve their capability of describing vortical flows [26,32-34]. In a LES approach,
only the "large" turbulent motions, i.e., those occurring at a length scale greater than a predefined filter size (usually taken as the computational grid size), is resolved exactly. The dissipative effect of 3D turbulence occurring at length scales smaller than the flow depth, the so-called "sub-grid scale", is accounted for by suitable Sub-Grid Scale (SGS) closure models that connect the physical properties of small-scale turbulence with those of the mean flow field [35]. LES schemes for the modeling of vorticity and turbulence have received considerable research attention over the last decades (see, as examples, $[26,32,34]$ ) and have been successfully applied to simulate vortical and turbulent patterns in fluvial-like flows [24,28,36]. LES has been proven particularly appropriate to model vortical structures that are generated by shear instabilities within the flow [37]. A LES approach has been adopted to describe frictional effects and jet instability in the work of Canestrelli et al. [30], although their study neglected the effects of wind waves.

The purpose of the present work is to investigate the main mechanisms of flow mixing, with focus on macrovortices, in a simplified river mouth environment, and to better understand the role of seabed friction and sub-grid-scale turbulence in draining energy from such macrovortices. This is done through a parametric, numerical analysis of wave-current interactions performed with a depth-averaged shallow water solver. The effect of frictional dissipation is introduced through a classical Chezy-like formulation for bed stresses; dissipation by sub-grid turbulence is accounted for through a simple horizontal LES (HLES) model. The main vortical and turbulent patterns are therefore observed and discussed.

The paper is organized as follows. In Section 2 a brief description of the numerical framework in use is presented. Section 3 is devoted to a description of the numerical simulations, the main findings of which are illustrated and discussed in Section 4. Concluding remarks are finally given in Section 5.

## 2. Materials and Methods

### 2.1. The Nonlinear Shallow Water Equations: The Analytics

The nonlinear shallow water equations are a set of depth-averaged, hyperbolic equations which describes the conservation of mass and momentum in shallow waters. For a more complete treatment of the problem, the standard NSWEs are complemented with additional terms accounting for flow dissipation due to bottom friction and small-scale turbulent motions.

The system of the NSWEs in non-conservative form is:

$$
\begin{align*}
d_{, t}+(u d)_{, x}+(v d)_{, y} & =0  \tag{3a}\\
u_{, t}+u u_{, x}+v u_{, y}+g d_{, x} & =-g z_{b, x}-B_{x}+F_{x}  \tag{3b}\\
v_{, t}+u v_{, x}+v v,_{y}+g d_{, y} & =-g z_{b, y}-B_{y}+F_{y}, \tag{3c}
\end{align*}
$$

where $(x, y, z)$ is an orthogonal Cartesian system of spatial coordinates and $t$ represents time. The cross-shore $x$-coordinate points toward the shore and has its origin at the seaward boundary of the domain of interest (see Figure 1). The datum for the vertical coordinate $z$ is located at the still water level $z=0 . \mathbf{v}=(u, v)$ is the vector of the depth-averaged velocities; $d=\eta-z_{b}$ is the water depth, where $\eta$ is the elevation of the water surface and $z_{b}$ is the seabed location, both measured from the still water level; $g$ is the acceleration of gravity. Subscripts after commas represent partial differentiation with respect to space or time.

The terms $B_{x}$ and $B_{y}$ appearing at the right-hand side of Equations (3b) and (3c) represent the contributions due to seabed friction. When a Chezy-type formulation is used for modelling bed shear stresses, $B_{x}$ and $B_{y}$ are defined as follows:

$$
\begin{equation*}
B_{x}=c_{\tau} \frac{|\mathbf{v}| u}{d} \quad \text { and } \quad B_{y}=c_{\tau} \frac{|\mathbf{v}| v}{d} \tag{4}
\end{equation*}
$$

where $c_{\tau}$ is the dimensionless Chezy friction coefficient, usually of order $10^{-2}-10^{-3}$ [38].


Figure 1. Schematics of the nearshore and representation of the involved variables.

For the purposes of our simulations, $c_{\tau}$ is computed as a function of the initial water depth, using the formulation proposed by van Rijn [39] in case of a hydraulically rough flow:

$$
\begin{equation*}
c_{\tau}=\frac{g}{\left(18 \log \frac{12 d}{k_{s}}\right)^{2}} \tag{5}
\end{equation*}
$$

where $k_{s}$ is the bed roughness.
The additional terms $F_{x}$ and $F_{y}$ here account for the viscous dissipation due to sub-grid turbulence, i.e., the turbulence that develops at length scales smaller than the water depth and thus not directly resolved. The friction terms $B_{x}$ and $B_{y}$ and the viscous dissipation terms $F_{x}$ and $F_{y}$ are included among the source terms as they are part of a specific "source" system, as described in the following.

The description of turbulent structures with scales smaller than the water depth is performed by means of a Horizontal Large Eddy Simulation (HLES) model to the likes of those adopted for numerical applications in riverine environments (e.g., $[24,28,36,40]$ ). Therefore, only the "large" turbulent motions, i.e., those occurring at a length scale greater than a predefined filter size (in this case the water depth), are directly resolved. The dissipative effect of turbulence at sub-grid scales (SGS) is usually accounted for with appropriate models that link the properties of "small" turbulence to those of the resolved flow. Approaches like this are, in fact, suitable for implementation in depth-averaged solvers, since they lump all the complex mechanisms related to sub-grid turbulence in a simple model in which only mean properties are explicitly used. Of course, a proper physical description of 3D turbulence and all related phenomena is hindered in depth-averaged models, which neglect the essential contibution of vertical velocities and gradients to the development of turbulence. In spite of this, simplified approaches, such as HLES, can still be used satisfactorily to reach a suitable broad description of such complex mechanisms.

An SGS model based on the variable eddy viscosity formulation proposed by Grosso et al. [41] is used in our solver. To implement it, the momentum balance Equations (3b) and (3c) are complemented with terms $F_{x}$ and $F_{y}$, representing the dissipative body forces due to the effects of sub-grid turbulence. They are introduced with a typical Laplacian-type formulation as in the following:

$$
\begin{align*}
& F_{x}=\frac{\left(d T_{x x}\right)_{, x}+\left(d T_{x y}\right)_{, y}}{d},  \tag{6}\\
& F_{y}=\frac{\left(d T_{x y}\right)_{, x}+\left(d T_{y y}\right)_{, y}}{d} . \tag{7}
\end{align*}
$$

$T_{x x}, T_{y y}$ and $T_{x y}$ are the components of the Reynolds stress tensor for turbulent flows, for which a simple closure is considered [24]:

$$
\begin{equation*}
T_{x x}=2 v_{T} u_{, x,}, \quad T_{y y}=2 v_{T} v, y, \quad T_{x y}=v_{T}\left(u_{, y}+v_{, x}\right) \tag{8}
\end{equation*}
$$

where $v_{T}$ is a depth-averaged effective eddy viscosity, defined as a function of the water depth:

$$
\begin{equation*}
v_{T}=\lambda g^{1 / 2} d^{3 / 2} \tag{9}
\end{equation*}
$$

Such eddy viscosity formulation is clearly compatible with the shallow-water approach of the model, as the velocity scale is taken to be the phase speed of waves in shallow waters, i.e., $\sqrt{g d}=g^{1 / 2} d^{1 / 2}$, and the length scale is the water depth $d$.

From an operative point of view, Expressions (6) and (7) are included in the source terms along with the bed friction terms $B_{x}$ and $B_{y}$, and used to solve the "source" problem (20). Implementing a second-order centered difference scheme to discretize problem (20) over a time step $\Delta t$, the following expressions for the depth-averaged velocities $u$ and $v$ at mesh node $(i, j)$ are obtained:

$$
\begin{align*}
& u_{i, j}^{n+1}=u_{i, j}^{n}+v_{T} \Delta t\left[2 u_{, x x}+u_{, y y}+v_{, x y}\right]+\frac{v_{T}}{d} \Delta t\left[5 d_{, x} u_{, x}+\frac{5}{2} d_{, y} u_{, y}+\frac{5}{2} d_{, y} v_{, x}\right],  \tag{10}\\
& v_{i, j}^{n+1}=v_{i, j}^{n}+v_{T} \Delta t\left[2 v_{, y y}+v_{, x x}+u_{, x y}\right]+\frac{v_{T}}{d} \Delta t\left[5 d_{, y} v_{, y}+\frac{5}{2} d_{, x} u_{, y}+\frac{5}{2} d_{, x} v_{, x}\right] . \tag{11}
\end{align*}
$$

Through Expressions (10) and (11), the values of the depth-averaged velocities $u_{i, j}$ and $v_{i, j}$ are "corrected" by the viscous contributions, to give account of the effect of sub-grid turbulence. The presence and size of such "correction" is determined by the value of the calibration parameter $\lambda$ appearing in the definition of the variable eddy viscosity (9). If $\lambda=0$, the turbulent sub-grid scales are not modeled and the HLES technique is deactivated: the dissipative terms (6) and (7) are not included in the numerical model and the corrective contribution due to viscosity in (10) and (11) is not present, the only corrections being those due to friction. A value of $\lambda \neq 0$ activates the HLES terms and includes their dissipative effects into the numerical solution. When solving Equations (10) and (11), it is assumed that the water depth $d$ is constant, hence the only flow variables that effectively change are the velocities $u_{i, j}$ and $v_{i, j}$. A conservative form of Equations (10) and (11), in line with the use of a conservative formulation for the NSWE system detailed in the following, is therefore not required. The HLES formulation explained above has been successfully tested and validated against experimental evidence in earlier works (e.g., [41-43]).

### 2.1.1. Dimensional Analysis

We now perform a dimensional analysis of the terms of system (3), useful for an introductory assessment of the role of frictional and viscous dissipation forces. By defining a length scale for horizontal distances $L_{0}$ and a length scale for vertical distances $d_{0}$, a reference velocity $\sqrt{g d_{0}}$ and a time scale $t_{0}=L_{0} /\left(g d_{0}\right)$ can be derived. The dimensionless forms (labeled with a tilde) of the variables appearing in system (3) are then defined as follows:

$$
\begin{gather*}
\tilde{x}=\frac{x}{L_{0}}, \quad \tilde{y}=\frac{y}{L_{0}}, \quad \tilde{t}=t \frac{\sqrt{g d_{0}}}{L_{0}},  \tag{12a}\\
\tilde{u}=\frac{u}{\sqrt{g d_{0}}}, \quad \tilde{v}=\frac{v}{\sqrt{g d_{0}}}, \quad \tilde{d}=\frac{d}{d_{0}}, \quad \tilde{z}_{b}=\frac{z_{b}}{d_{0}}, \quad \tilde{v}_{T}=\frac{v_{T}}{\sqrt{g d_{0}} d_{0}},  \tag{12b}\\
\tilde{T}_{x x}=T_{x x} \frac{L_{0}}{g d_{0}^{2}}, \quad \tilde{T}_{y y}=T_{y y} \frac{L_{0}}{g d_{0}^{2}}, \quad \tilde{T}_{x y}=T_{x y} \frac{L_{0}}{g d_{0}^{2}} . \tag{12c}
\end{gather*}
$$

The NSWE system (3), expanded by means of Equations (4), (6) and (7), is thus made dimensionless with scales (12):

$$
\begin{align*}
& \tilde{d}_{, \tilde{t}}+(\tilde{u} \tilde{d})_{, \tilde{x}}+(\tilde{v} \tilde{d})_{, \tilde{y}}=0,  \tag{13a}\\
& \tilde{u}_{, \tilde{t}}+\tilde{u} \tilde{u}_{, \tilde{x}}+\tilde{v} \tilde{u}_{, \tilde{y}}+\tilde{d}_{, \tilde{x}}=-g \tilde{z}_{b, \tilde{x}}-\frac{c_{\tau}}{\epsilon} \frac{|\tilde{\mathbf{v}}| \tilde{u}}{\tilde{d}}+\epsilon \frac{\left(\tilde{d} \tilde{T}_{x x}\right)_{, \tilde{x}}+\left(\tilde{d} \tilde{T}_{x y}\right)_{, \tilde{y}}}{\tilde{d}},  \tag{13b}\\
& \tilde{v}_{\tilde{t}}+\tilde{u} \tilde{v}_{, \tilde{x}}+\tilde{v} \tilde{v}_{, \tilde{y}}+\tilde{d}_{, \tilde{y}}=-g \tilde{z}_{b, \tilde{y}}-\frac{c_{\tau}}{\epsilon} \frac{|\tilde{\mathbf{v}}| \tilde{v}}{\tilde{d}}+\epsilon \frac{\left(\tilde{d} \tilde{T}_{x y}\right)_{, \tilde{x}}+\left(\tilde{d} \tilde{T}_{y y}\right)_{, \tilde{y}}}{\tilde{d}}, \tag{13c}
\end{align*}
$$

where $\epsilon=d_{0} / L_{0}$ is a dimensionless parameter defined by the ratio between vertical and horizontal length scales. By inspection of Equations (3b) and (3c), it can be readily seen that $B_{x}, B_{y} \propto P_{\tau}=c_{\tau} / \epsilon$; the dissipation of flow momentum due to frictional effects is, therefore, more relevant in very shallow waters $(\epsilon \ll 1)$. On the other hand, the viscous dissipation terms are proportional to $P_{\lambda}=\lambda \epsilon$ and are thus dominant over intermediate-to-deep waters, where $\epsilon \approx 0.1-1$.

### 2.2. The Nonlinear Shallow Water Equations: The Numerics

For the NSWE system (3) to be solvable by numerical techniques, it must be cast in a conservative form, which is the most suitable for our purposes since it allows to properly treat flow discontinuities or shocks. Within this numerical framework, in fact, bores and breaking waves can be treated through a synthetic shock-capturing approach by substituting them with jump discontinuities in flow properties. For further details about conservative and non-conservative formulations see [44]. An apt conservative vectorial form of the NSWEs is

$$
\begin{equation*}
\mathbf{U}_{, t}+\mathbf{F}(\mathbf{U})_{, x}+\mathbf{G}(\mathbf{U})_{, y}=\mathbf{S}(\mathbf{U}) \tag{14}
\end{equation*}
$$

where $\mathbf{U}$ is the vector of conserved variables, which for the chosen conservative form are defined as $d$, $u d$, and $v d . \mathbf{F}(\mathbf{U})$ and $\mathbf{G}(\mathbf{U})$ are the vectors of fluxes and $\mathbf{S}(\mathbf{U})$ is the vector of source terms:

$$
\begin{gather*}
\mathbf{U}=\left[\begin{array}{c}
d \\
u d \\
v d
\end{array}\right],  \tag{15}\\
\mathbf{F}(\mathbf{U})=\left[\begin{array}{c}
u d \\
u^{2} d+\frac{1}{2} g d^{2} \\
u v d
\end{array}\right], \quad \mathbf{G}(\mathbf{U})=\left[\begin{array}{c}
v d \\
u v d \\
v^{2} d+\frac{1}{2} g d^{2}
\end{array}\right],  \tag{16}\\
\mathbf{S}(\mathbf{U})=\left[\begin{array}{c}
-g d z_{b, x}-B_{x} d+F_{x} d \\
-g d z_{b, y}-B_{y} d+F_{y} d
\end{array}\right] . \tag{17}
\end{gather*}
$$

The hyperbolic system of NSWEs (3) is then numerically solved by means of a finite-volume scheme based on the Weighted Averaged Flux (WAF) method developed by Toro [44,45]. The hydrodynamic numerical solver employed in the present work, which is described in detail and validated in [38] as well as through previous experiences with various configurations (e.g., $[27,42,43,46,47]$ ), is used to solve the conservative form (14) of the NSWEs and hence update the flow variables $u, v$ and $d$ in a time-marching procedure. The NSWE system (14) is preliminarily split up into two homogeneous, 1-dimensional systems and one "source" system, which are solved separately:

$$
\begin{align*}
& \mathbf{U}_{, t}+\mathbf{F}(\mathbf{U})_{, x}=0  \tag{18}\\
& \mathbf{U}_{, t}+\mathbf{G}(\mathbf{U})_{, y}=0 \tag{19}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{U}_{, t}=\mathbf{S}(\mathbf{U}) \tag{20}
\end{equation*}
$$

The equivalence between the "split" systems and the original one is proven in [44].
Labeling with $H_{x}$ and $H_{y}$ the solving schemes for the homogeneous systems (18) and (19), respectively, and with $S$ the scheme for the "source" system (20), the numerical procedure that advances the flow variables from $\mathbf{U}^{n}=\left(u^{n}, v^{n}, d^{n}\right)$ to $\mathbf{U}^{n+1}=\left(u^{n+1}, v^{n+1}, d^{n+1}\right)$, with the bed depth $z_{b}^{n}$ remaining constant, is summarised as follows:

$$
\begin{equation*}
\mathbf{U}^{n+1}=\frac{1}{2}\left\{H_{x y}\left[S\left(\mathbf{U}^{n}\right)\right]+S\left[H_{x y}\left(\mathbf{U}^{n}\right)\right]\right\} \tag{21}
\end{equation*}
$$

where $n$ is the present integration time and $H_{x y}$ is a numerical operator defined as

$$
\begin{equation*}
H_{x y}(\mathbf{U})=\frac{1}{2}\left\{H_{x}\left[H_{y}(\mathbf{U})\right]+H_{y}\left[H_{x}(\mathbf{U})\right]\right\} \tag{22}
\end{equation*}
$$

The arithmetic means figuring in both Equations (21) and (22) are performed to rule out the unavoidable numerical inaccuracies originating from considering 1-dimensional operators separately instead of using a full 2-dimensional approach for the resolution of system (14).

The 1-dimensional schemes $H_{x}$ and $H_{y}$ are numerically implemented through a finite-volume discretization. As an example, applying a finite-volume approach to scheme $H_{x}$, which solves (18), gives the following approximate formula for the unknown averaged vector $\mathbf{U}^{n+1}$ :

$$
\begin{equation*}
\mathbf{U}_{i}^{n+1}=\mathbf{U}_{i}^{n}+\frac{\Delta t}{\Delta x}\left(\mathbf{F}_{i-\frac{1}{2}}^{n+\frac{1}{2}}-\mathbf{F}_{i+\frac{1}{2}}^{n+\frac{1}{2}}\right) \tag{23}
\end{equation*}
$$

where $i$ represents the grid point of interest, $\Delta x$ is the grid size in the $x$ direction, $\Delta t$ is the time step (automatically determined and adapted according to the mesh size through the CFL condition), and $\mathbf{F}_{i \pm \frac{1}{2}}^{n+\frac{1}{2}}$ are unknown numerical flux vectors, to be evaluated via the WAF method.

The "source" system (20) can be easily solved using standard methods for sets of ordinary differential equations. In scheme $S$ the frictional terms $B_{x}$ and $B_{y}$ are discretized via a second-order midpoint method. The viscous terms $F_{x}$ and $F_{y}$, on the other hand, are second-order discretized and implemented through the HLES model, described in Section 2.1.

### 2.3. The River Mouth Model

The basic version of the NSWE solver described in the previous section, as presented in [38], accepts a wave input in the form of a time series of both elevation of water surface and water depth-averaged orbital velocity. The input is applied at the grid nodes of the seaward domain boundary. This approach is consistent with the numerical framework, since the forcing of the mentioned quantities is equivalent to imposing the boundary values of the Riemann invariants propagating along the characteristics curves of the NSWEs.

In order to make the solver able to reproduce complex flow configurations typical of estuarine environments, where the incoming waves interact with an outflowing current, the solver is complemented with a simple estuarine model.

A window of "river mouth nodes" or "estuary nodes" can be defined within the landward edge of the computational domain, through which the input river current can enter the domain. The estuary window is defined by the longshore $y$-coordinate of its center, $y_{m, e}$ (the estuary center $x$-coordinate, $x_{m, e}$, being automatically assumed as the $x$-coordinate of the landward domain boundary), and its width $L_{e}$. The spatial limits of the estuary window are, therefore

$$
\begin{equation*}
y_{m i n, e}=y_{m, e}-\frac{L_{e}}{2}, \quad y_{\max , e}=y_{m, e}+\frac{L_{e}}{2} . \tag{24}
\end{equation*}
$$

The mesh nodes at the landward domain boundary falling between $y_{\min , e}$ and $y_{\max , e}$ are labelled as "estuary nodes". At these nodes, similarly to what happens at the seaward boundary, a time history of current velocity and/or water level elevation is prescribed to simulate the entrance of river discharges into the basin.

The estuarine input is given as a time history for the depth-averaged water velocity $\mathbf{U}_{b}=\left(u_{b}, v_{b}\right)$ and water elevation $\eta_{b}$. The values of the time history are equally spaced in time by a constant interval $\Delta t_{b}$, which does not need to be equal to the time step determined by the solver, as the computation is automatically adapted to satisfy the CFL stability condition, which is varying at each step. To encompass different real-world situations, the estuarine input is allowed to enter at different angles with respect to the basin. To allow for the propagation of the estuary input at a variable angle of incidence, a simple numerical procedure for the evaluation of the boundary condition values to be imposed at estuary nodes has been developed, which is briefly explained in the following.

Two distinct cases may occur: the input may enter the domain perpendicularly to the boundary edge (at an angle $\theta=0$ with respect to the outer-pointing normal to the edge), or obliquely (at an angle $\theta \neq 0$ ). Although the numerical treatment for the first scenario can be seen as a special case of the procedure used for the second scenario, we treat the two cases separately for clarity.

- Case I: estuary input perpendicular to the boundary $(\theta=0)$. All the estuary nodes "read" the same boundary conditions from the time history simultaneously since they are "touched" by the input signal at the same time. Moreover, since the estuary input is perpendicular to the normal of the domain edge, the estuary input velocity $\mathbf{U}_{b}$ is already oriented in the $x$-direction and has no $y$-component, so that $\mathbf{U}_{b}=\left(u_{b}, 0\right)$.

As said previously, the estuarine boundary conditions (in terms of imposed fluid velocity $u_{b}$ and water elevation $\eta_{b}$ ) are sampled at a constant interval $\Delta t_{b}$ that a priori is not the same as the solver-defined, variable time interval $\Delta t$; therefore, it is likely that the current solution time level $t$ falls between two consecutive time instants $t_{m}$ and $t_{m+1}$ in the estuary input time series, so that $t_{m} \leq t \leq t_{m+1}$. Then the exact values of fluid elevation $\hat{\eta}_{b}$ and velocity $\hat{u}_{b}$ to impose at all estuary nodes at the solution level $t$ are then obtained through linear interpolation between the boundary condition values at times $t_{m}$ and $t_{m+1}$ :

$$
\begin{equation*}
\hat{\eta}_{b}=\eta_{b, m}+\left(\eta_{b, m+1}-\eta_{b, m}\right) \frac{t-t_{m}}{t_{m+1}-t_{m}} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{u}_{b}=u_{b, m}+\left(u_{b, m+1}-u_{b, m}\right) \frac{t-t_{m}}{t_{m+1}-t_{m}} \tag{26}
\end{equation*}
$$

where $\eta_{b, m}$ and $u_{b, m}$ are the prescribed boundary values for fluid elevation and velocity at time $t_{m}$ of the input time series, and $\eta_{b, m+1}$ and $u_{b, m+1}$ are the same boundary values at time $t_{m+1}$ of the input time series. The extrapolated values $\hat{\eta}_{b}$ and $\hat{u}_{b}$, finally, are imposed at all estuary nodes by adding them to the existing values of water depth $d_{n}$ and velocity $u_{n}$. The updated values are then carried on to the next solution step, $t_{n+1}=t_{n}+\Delta t$. Hence, for the generic estuary node,

$$
\begin{equation*}
d_{n+1}=d_{n}+\hat{\eta}_{b} \quad \text { and } \quad u_{n+1}=u_{n}+\hat{u}_{b} \tag{27}
\end{equation*}
$$

- Case II: estuary input oblique to the boundary $(\theta \neq 0)$. Since the fronts of the estuarine input are propagating obliquely, the estuary nodes are "touched" by a single boundary condition value at different times according to the signal propagation velocity (in other terms, at a fixed solution time $t_{n}$, different estuary nodes "read" different boundary values from the input time history). Moreover, the estuary input fluid velocity $\mathbf{U}_{b}$ is now oriented at an angle with respect to the $x$-direction, and thus can be decomposed into an $x$-component, $u_{b}$, and a $y$-component, $y_{b}$. Each component alters the corresponding nodal velocity as effect of the estuarine boundary condition.

Since each estuary node "reads" different boundary values of water elevation $\eta_{b}$ and velocity $\mathbf{U}_{b}$ at the same solution time, a key problem is to understand which boundary values each node "read", and how to compute them from the input time history. This is done by assuming that the estuarine input propagates according to the characteristic propagation speed or celerity $\sqrt{g d}$.
Refer to the left panel in Figure 2. Let $\left(x_{0}, y_{0}\right)$ be the coordinates of the first estuary node interested by the estuary input (the "first contact" node hereinafter), and ( $\hat{x}, \hat{y}$ ) the coordinates of another estuary node different from the first. At the start of the numerical simulation $\left(t_{n}=0\right)$, the estuary input interests only the "first contact" node. At the following times (solution time levels $t_{n+1}$, $t_{n+2} \ldots$ ), the input value that only interested the "first contact" node has travelled into the domain (along the direction defined by the angle $\theta$ ) and perhaps has interested other nodes $(\hat{x}, \hat{y})$ of the estuary window. The time $\partial \hat{t}$ that a boundary condition value would take to travel from the "first contact" node $\left(x_{0}, y_{0}\right)$ to any other estuary node $(\hat{x}, \hat{y})$ along the direction defined by $\theta$ is evaluated with the following formula:

$$
\begin{equation*}
\partial \hat{t}(\hat{x}, \hat{y})=\frac{(\hat{x} \cos \theta+\hat{y} \sin \theta)-\left(x_{0} \cos \theta+y_{0} \sin \theta\right)}{\sqrt{g d_{0}}} . \tag{28}
\end{equation*}
$$

The quantity appearing at the numerator in (28) represents the linear distance between the generic estuary node $(\hat{x}, \hat{y})$ and the "first contact" node $\left(x_{0}, y_{0}\right)$, evaluated along the direction defined by $\theta$, i.e., the direction of propagation of the estuary input; this is the "space" covered by the traveling boundary condition. The denominator in (28) is the celerity of the estuary input signal, approximately evaluated using $d_{0}$, the water depth at the "first contact" node.
We can now find, for a specific solution time level, which boundary conditions ( $\hat{\eta}_{b}, \hat{\mathbf{U}}_{b}$ ) each estuary node "reads" from the time history. Reference to the right panel in Figure 2 is made in the following. Suppose that at a generic solution time $t_{n}>0$, node $A$ reads the boundary conditions for the water elevation $\left(\hat{\eta}_{b, A}, \hat{\mathbf{U}}_{b, A}\right)$. At the same time, $t_{n}$, node $B$, which is temporally ahead of $A$ by a time $\partial t_{A B}$ which is evaluated by means of Equation (28) with $(\hat{x}, \hat{y})=\left(x_{B}, y_{B}\right)$, reads boundary conditions $\left(\hat{\eta}_{b, B}, \hat{\mathbf{U}}_{b, B}\right)$. If $t_{A}$ is the "reference" time instant at which the boundary conditions for node $A$ are evaluated from the input time history, the evaluation time $t_{B}$ for node $B$ is:

$$
\begin{equation*}
t_{B}=t_{A}-\partial t_{A B}=t_{A}-\frac{\left(x_{B} \cos \theta+y_{B} \sin \theta\right)-\left(x_{A} \cos \theta+y_{A} \sin \theta\right)}{\sqrt{g d_{0}}} \tag{29}
\end{equation*}
$$

As for Case I, since the evaluation times $t_{A}$ and $t_{B}$ most likely fall between two consecutive user-defined time levels in the time history (identified by the little gray dots in the input time history in the right panel of Figure 2), the exact values to be imposed at each node can be obtained by linear interpolation between the two adjacent boundary condition values, by use of relations like (25) and (26). Once each estuary node has read the proper (interpolated) boundary conditions for both water level $\hat{\eta}_{b}$ and fluid velocity $\hat{\mathbf{U}}_{b}=\left(\hat{u}_{b}, \hat{v}_{b}\right)$, these values alter the water depth, $x$-velocity and $y$-velocity for the respective estuary nodes, and the altered values are carried on to the next solution step:

$$
\begin{equation*}
d_{n+1}=d_{n}+\hat{\eta}_{b}, \quad u_{n+1}=u_{n}+\hat{u}_{b}, \quad \text { and } \quad v_{n+1}=v_{n}+\hat{v}_{b}, \tag{30}
\end{equation*}
$$

where $d_{n}, u_{n}$ and $v_{n}$ are the water depth, the $x$-directed and the $y$-directed components of the depth-averaged fluid velocity of the specific estuary node at solution time level $n$.

Through simple mathematical arguments it can be seen that Case II is a generalization of Case I. The numerical procedure above explained for a slanted estuary input, therefore, can be also applied to a perpendicular input without loss of generality.


Figure 2. (Left) geometric scheme for the case of an estuary boundary condition entering the domain at an angle $\theta$. A single propagating boundary condition is read by the "first contact" node ( $x_{0}, y_{0}$ ) at time $t=0$, and reaches node ( $\hat{x}, \hat{y}$ ) after a time $\partial \hat{t}$. (Right) scheme for the evaluation of the boundary conditions for water level $\hat{\eta}_{b}$ (and fluid velocity $\hat{\mathbf{U}}_{b}$ ) for each estuary node, at a generic solution time $t_{n}>0$.

## 3. Numerical Tests

The inlet configuration chosen for the simulations presented in our study has been reproduced in strict resemblance with the one conceived by Olabarrieta et al. [9] (left panel of Figure 3) for the analysis of wave-current interactions at a tidal inlet. The study by Olabarrieta et al. (OL14 hereinafter) aimed at assessing the physical processes involved in the interaction between currents, gravity waves, and bathymetry at inlets. We here use the same configuration for three main scopes: (i) to assess the validity of the river mouth modelling described in the previous section; (ii) to illustrate how macrovortices are generated by differential breaking at the mouth and shoal edges; (iii) to perform a parametric analysis of the role of sub-grid turbulence and seabed friction on the evolution and dissipation of the macrovortices. The results of these analyses are reported, in the same sequence, in the next section.

The inlet area is characterized by a main channel about 300 m wide and 5 m deep at the central axis, which opens to a semicircular, symmetric ebb shoal zone of minimum depth 2 m , extending 1 km offshore of the inlet mouth. The main channel also crosses the shoal and connects the inlet to the offshore area. The beach exhibits a Dean equilibrium profile given by the expression $d=A x^{\frac{2}{3}}$, where $d$ is the water depth, $x$ is the cross-shore distance, measured offshore from the mouth, and the profile scale factor $A$ is set equal to 0.05 in agreement with the numerical setup by OL14. The computational domain generated for our simulations is 3 km long in the cross-shore direction and 4 km long in the alongshore direction, and has been discretized into a computational mesh with node spacings $\Delta x=10 \mathrm{~m}$ and $\Delta y=25 \mathrm{~m}$ in the $x$ and $y$ direction respectively. The resulting mesh can be seen in the right panel of Figure 3 and allows to describe the chosen waves (see below) with at least 15 nodes per wavelength.

The bed roughness $k_{s}$ for the evaluation of the Chezy seabed friction coefficient $c_{\tau}$ (see (5)) is set equal to $2 \times 10^{-4} \mathrm{~m}$, in agreement with OL14. For all tests, the increase in apparent bed roughness and friction coefficient due to waves has not been considered.


Figure 3. Sketches of a shoal bathymetry. (Left) plan view of the idealized configuration of an inlet mouth with shoal used in the tests by OL14 (image reprinted with permission). (Right) 3-dimensional view of the central portion of the shoal bathymetry used in our simulations.

To evaluate the capability of the solver to reproduce the hydrodynamics typical of a river mouth aim (i) above, benchmarking tests have been performed beforehand and a comparison with the results of the study by OL14 has been made. Our NSWE solver is depth-averaged and wave-resolving; OL14, conversely, applied the wave-averaged COAWST solver [48] for their numerical simulations. The data set used for the benchmarking coincides with that used by OL14 for their wave-current interaction tests in condition of strong outflow, and differs from that used for the analyses aimed at scopes (ii) and (iii) of above. In particular, for the benchmark tests an outflowing current of $1.1 \mathrm{~m} / \mathrm{s}$ has been opposed to three distinct wave conditions: no waves, a spectral wave of significant height $H_{s}=0.5 \mathrm{~m}$, and a spectral wave of significant height $H_{s}=1.5 \mathrm{~m}$. These two wave regimes have been generated by means of a JONSWAP spectrum with a peak period $T_{p}$ set to 10 s . In all our benchmarking tests a value of the eddy viscosity parameter $\lambda=0$ is used. The results of the benchmarking analysis are presented in Section 4.1.

Moreover, a simple sensitivity test has been executed to inspect the influence of the mesh size over the definition and evolution of the numerical solution, with specific focus on the vorticity which, being defined by velocity derivatives, is the variable most sensitive to mesh refinement. To this end, test TW1, with waves interacting with the river current and no dissipation mechanism activated, has been performed with two different mesh resolutions. In addition to the "reference" mesh size ( $10 \mathrm{~m} \times 25 \mathrm{~m}$ ), a mesh with tighter node spacings $\Delta x=7.5 \mathrm{~m}$ and $\Delta y=15 \mathrm{~m}$ in the $x$ and $y$ direction have been chosen for the new test TW1.M2. The results of such comparison are given in Section 4.2.1.

To assess the role of waves, frictional and viscous dissipative forces on the global hydrodynamics and vorticity patterns, a parametric analysis with different wave conditions, bed friction coefficient $c_{\tau}$, and eddy viscosity parameter $\lambda$ has been performed. Two wave conditions have been used: no waves, and a representative monochromatic sinusoidal wave of height 1.5 m and period 15 s . As for frictional effects, some tests have been undertaken disregarding the seabed friction, whereas others include a friction coefficient $c_{\tau}$ evaluated according to Equation (5). Finally, the tests used to assess the role of sub-grid turbulence have been run using a calibration parameter $\lambda=0.1$. This value has been chosen in agreement with the eddy viscosity model (9), to match the average real-case field conditions and obtain an average horizontal eddy viscosity in the order of $1 \mathrm{~m}^{2} / \mathrm{s}$ over the shoal zone, where the water depth is (2-3) m . A value of $1 \mathrm{~m}^{2} / \mathrm{s}$ has been also used for the tests in OL14, based on [49].

In all tests, a current of speed $1.1 \mathrm{~m} / \mathrm{s}$ flowing out of the river mouth is used. This value corresponds to the current velocity for the tests with strong outflow conditions proposed in the work by OL14. Table 1 shows a summary of the tests made for the parametric analysis and the dissipative contributions (friction, viscosity, both, or none) activated in each of them; the results are presented in Sections 4.2.2 and 4.2.3. All simulations have been run for a time long enough to achieve some sort of steady state in terms of rotational flow energy.

Table 1. Summary of the performed numerical tests.

| Test | Current | Wave | Wave Direction | Friction | Viscosity | Mesh |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TC1 | $1.1 \mathrm{~m} / \mathrm{s}$ | - | - | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TC2 | $1.1 \mathrm{~m} / \mathrm{s}$ | - | - | $k_{s}=2 \times 10^{-4}$ | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TC3 | $1.1 \mathrm{~m} / \mathrm{s}$ | - | - | - | $\lambda=0.1$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TC4 | $1.1 \mathrm{~m} / \mathrm{s}$ | - | - | $k_{s}=2 \times 10^{-4}$ | $\lambda=0.1$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW2 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | $k_{s}=2 \times 10^{-4}$ | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW3 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | - | $\lambda=0.1$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW4 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | $k_{s}=2 \times 10^{-4}$ | $\lambda=0.1$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1.1 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1.2 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $10^{\circ}$ | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1.3 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $20^{\circ}$ | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1.4 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $30^{\circ}$ | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW4.1 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | $k_{s}=2 \times 10^{-4}$ | $\lambda=0.1$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW4.2 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | $k_{s}=10^{-3}$ | $\lambda=0.1$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW4.3 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | $k_{s}=2 \times 10^{-4}$ | $\lambda=0.5$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW4.4 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | $k_{s}=10^{-3}$ | $\lambda=0.5$ | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1.M1 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | - | - | $10 \mathrm{~m} \times 25 \mathrm{~m}$ |
| TW1.M2 | $1.1 \mathrm{~m} / \mathrm{s}$ | $H=1.5 \mathrm{~m} ; T=15 \mathrm{~s}$ | $0^{\circ}$ | - | - | $7.5 \mathrm{~m} \times 15 \mathrm{~m}$ |

To better inspect the possible changes of vorticity patterns with wave direction, test TW1 (featuring interacting current and waves, with neither friction nor viscosity dissipation; see Table 1) has been repeated four times, with four different angles of wave approach: $0^{\circ}, 10^{\circ}, 20^{\circ}$, and $30^{\circ}$, respectively. The resulting vorticity maps are presented and discussed in Section 4.2.4.

To evaluate the effect of the magnitude of friction and sub-grid turbulence dissipation mechanisms into the development of vortical patterns, test TW4 (waves interacting with current, both friction and viscosity dissipation activated) has been repeated four times. In each test the intensity of frictional effects and viscous dissipation have been altered, respectively by changing the bed roughness $k_{s}$ and the viscosity calibration parameter $\lambda$, giving rise to four different combinations of friction and viscosity. The results of this analysis is given in Section 4.2.5.

Finally, we propose some simple considerations on the global amount of large-scale vorticity present in the basins. To do this, use is made of the Okubo-Weiss (OW) parameter for 2-dimensional vortical flows [50,51] which is defined as follows:

$$
\begin{equation*}
O W=s_{n}^{2}+s_{s}^{2}-\omega^{2}, \tag{31}
\end{equation*}
$$

where $s_{n}$ and $s_{s}$ are the normal and shear components of strain, respectively, and $\omega$ is the vorticity for 2-dimensional flows:

$$
\begin{equation*}
s_{n}=\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}, \quad s_{s}=\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y} \quad \text { and } \quad \omega=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y} . \tag{32}
\end{equation*}
$$

According to the $O W$ criterion the vortical flow can be roughly divided into two types of regions. Where $O W>0, s_{n}^{2}+s_{s}^{2}>\omega^{2}$ and the flow is dominated by fluid straining more than vorticity.

Conversely, where $O W<0, s_{n}^{2}+s_{s}^{2}<\omega^{2}$ and the rotational effects dominate over deformation, giving birth to vortices [23].

An integral Okubo-Weiss parameter $\Psi_{x y}$, furthermore, is defined as follows:

$$
\begin{equation*}
\Psi_{x y}=\int_{y} \int_{x} O W^{\prime} \mathrm{d} x \mathrm{~d} y \tag{33}
\end{equation*}
$$

where

$$
O W^{\prime}=\left\{\begin{array}{l}
O W \text { when } O W \leq 0  \tag{34}\\
0 \text { when } O W>0
\end{array}\right.
$$

For each of the tests discussed in Sections 4.2.1, 4.2.2, and 4.2.3, a numerical integration of only the negative $O W$ over the computational domain is performed via application of the trapezoidal method. The obtained "integral OW parameter" (33) is, thus, used as a proxy to evaluate the overall amount of large-scale vortical energy in the flow, as a function of time. Small oscillations in the time series may indicate the organization and rapid dissipation of moderate-sized vortices, which account for only a modest increase of vortical energy over the whole domain. A steady and consistent increase in the time series over a time interval, conversely, is caused by the development of one or more macrovortices increasing their intensity and size.

## 4. Results and Discussion

From here onwards and whenever reasonable, the involved variables and figures are made dimensionless by setting the vertical length scale $d_{0}$ of Equations (12) equal to the still water depth at the offshore boundary of the domain, the horizontal length scale $L_{0}$ equal to the cross-shore extension of the shoal region from the channel mouth, and using the derived time scale $t_{0}=L_{0} / \sqrt{g d_{0}}$. In addition to the already defined dimensionless quantities (12), dimensionless forms for vorticity $\omega$ and the integral Okubo-Weiss parameter $\Psi_{x y}(33)$ are as follows:

$$
\begin{equation*}
\tilde{\omega}=\omega t_{0}, \quad \tilde{\Psi}_{x y}=\Psi_{x y} \frac{t_{0}^{2}}{L_{0}^{2}}=\frac{\Psi_{x y}}{g d_{0}} . \tag{35}
\end{equation*}
$$

Some considerations on the magnitude of friction-based and viscosity-based dissipation are also proposed by means of the parameters $P_{\tau}$ and $P_{\lambda}$ (see Section 2.1.1), where the length scaling parameter $\epsilon \approx 10^{-3}$ over the shoal and $\epsilon \approx 10^{-2}$ offshore of the shoal, where depths are larger.

### 4.1. Evaluation of the Model for the River Mouth

For the sake of evaluating the performance of our estuarine model, a comparison of velocity contour fields is presented in Figure 4, where the results of the tests of OL14 are shown in the left column, while the results from the corresponding benchmarking simulations, averaged over 100 s (10 wave periods), are shown in the right column.

Our depth-averaged, wave-resolving model manages to represent the main hydrodynamical features of the wave-current interaction displayed in the solution by OL14, such as the current speed increase at the mouth due to the gradual reduction of water depth, the jet current spreading over the shoal, and the seaward jet extension and thinning. The numerical tests by OL14 highlight a significant spreading of the river jet with medium-to-strong alongshore currents at the edge of the shoal (see middle and bottom left panels). On the other hand, our simulations show that the current jet undergoes a weaker longshore spreading and a significant generation of large-scale eddies (see middle and bottom right panels). Both differences suggest that our NSWE, wave-resolving solver produces a stronger breaking-induced dissipation of the incoming waves, which: (a) are less effective in pushing the river jet back to the coast and spread it in the alongshore, and (b) transfer, via differential breaking, a significant amount of energy to macrovortices.


Figure 4. Comparison of velocity contour fields for a $1.1 \mathrm{~m} / \mathrm{s}$ current (corresponding to strong outflow conditions in OL14) opposed to three different wave regimes (from top to bottom: no waves; waves with $H_{s}=0.5 \mathrm{~m}$; waves with $H_{s}=1.5 \mathrm{~m}$ ). (Left) velocity fields for the tests performed by OL14 (image reprinted with permission). (Right) velocity fields obtained using our NSWE solver and averaged over 10 wave periods.

Figure 5 shows a comparison of the velocity computed along the main central axis. Results from the numerical simulations by OL14 are shown in the left panel, while the corresponding results from our benchmarking NSWE simulations are shown in the right panel. Both test campaigns show a similar global behavior, with the current gaining speed outside the mouth due to a gradual reduction of water depth and strong wave-breaking-induced undertow ( $x \approx 0-0.3 \mathrm{~km}$ ), then decreasing over the shoal mainly because of momentum loss and the action of bottom friction ( $x \approx 0.2-0.9 \mathrm{~km}$ ), and finally experiencing a decay at the transition between the ebb shoal and the beach profile. The latter
decay, which is gentle except for the case with $H_{s}=1.5 \mathrm{~m}$ in the test by OL14, is rather sharp in all NSWE simulations.

Notwithstanding some differences, mainly to be credited to the different nature of the two numerical solvers, our flow circulation model well represents the hydrodynamics of a simplified river mouth environment. Moreover, it also suggests a significant role of macrovortices in the energy redistribution of the wave-current interaction.


Figure 5. Comparison of velocity along the mouth and shoal central axis as a function of the significant wave height of the opposing waves. (Left) velocity along the middle axis of the domain for the tests performed by OL14 (image reprinted with permission). (Right) velocity along the middle axis of the domain obtained using our NSWE solver and averaged over 10 wave periods.

### 4.2. Vorticity Patterns and Global Vorticity

### 4.2.1. Sensitivity to Mesh Size

Figure 6 shows a preliminary comparison of vorticity maps for assessing the role of the mesh size on the simulated vorticity patterns that are thoroughly discussed in the next sections. Results from test TW1.M1, featuring a coarse mesh of $10 \mathrm{~m} \times 25 \mathrm{~m}(0.01 \times 0.025$ in dimensionless units), are shown in the top panels. The bottom panels are relative to the test TW1.M2, performed with a finer mesh ( $7.5 \mathrm{~m} \times 15 \mathrm{~m}$, or $0.0075 \times 0.015$ in dimensionless units). Both tests feature a setup that corresponds to test TW1 (interacting waves and currents with no friction nor viscosity). The vorticity maps for the present tests, as well as for those in the next sections, have been extrapolated at four different time instants to show in a compact way the evolution of large-scale vortical structures.

The comparison reveals that vorticity generation patterns are qualitatively quite similar, with the bulk of vorticity injection focused along the border of the shoal in a symmetrical way. Well-formed macrovortices arise at the shoal tip, as a product of the interactions between breaking waves and outflowing currents, and gradually migrate outwards following the shoal curvature. In both tests mouth vortices, i.e., vortical structures developing at the corners of the channel mouth due to lateral spreading of the outflowing current, are absent. The increased spatial resolution in test TW1.M2, however, allows for more macrovortices to arise along the shoal edge; comparatively, test TW1.M1, which features a coarser mesh, presents wider zones of non-organized vorticity that has not yet rearranged into vortical structures. This is particularly visible in the inner parts of the shoal (top panels in Figure 6).

Figure 7 shows the time series of the (dimensionless) integral $O W$ parameter $\tilde{\Psi}_{x y}$ for preliminary tests TW1.M1 and TW1.M2.

Different mesh sizes inevitably have an impact on the numerical evaluation of vorticity, since the values of the space derivatives of velocities are different when different discretization lengths are assumed (see (32)). This presumably reflects into the different amplitudes and periods of the oscillations
in $\tilde{\Psi}_{x y}$. A discrepancy between the two time series can also be seen at the earlier times of the simulations, approximately at $\tilde{t}=4-11$. This is mainly due to the fine mesh test TW1.M2 giving less vorticity in the inner parts of the shoal than the coarse mesh test TW1.M1. Notwithstanding this, the similar values and long-term overall growth of $\tilde{\Psi}_{x y}$ suggest that the amount of vortical energy injected into the basin by flow processes is roughly the same for both tests, regardless of the chosen mesh size.


Figure 6. Time evolution of vorticity for test TW1 as a function of the mesh size. Test TW1.M1 has been run with a coarser mesh of size $10 \mathrm{~m} \times 25 \mathrm{~m}(0.01 \times 0.025$ in dimensionless units). Test TW1.M2 has been run with a finer mesh of size $7.5 \mathrm{~m} \times 15 \mathrm{~m}(0.0075 \times 0.015$ in dimensionless units). Each column represents a single time level (from left to right: $\tilde{t}=4.7,9.4,18.8$, and 28.1 ). Red tones represent clockwise vorticity; blue tones represent anticlockwise vorticity. The dotted lines show the bathymetry contours of the shoal edge and the main channel.


Figure 7. Time series of the dimensionless domain-integral OW parameter $\tilde{\Psi}_{x y}$ for tests TW1.M1 and TW1.M2.

### 4.2.2. Vorticity Patterns with No Waves

Figure 8 gives vorticity maps for the four numerical simulations carried out with only an outflowing current spreading over the shoal and no opposing waves. In each of these tests, labeled TC1 to TC4 (see Table 1), a unique combination of dissipative mechanisms has been activated, to better inspect the influence of both frictional and sub-grid turbulence effects.


Figure 8. Time evolution of vorticity for the four tests with river current only. Each row represents a single test (from top to bottom: TC1 to TC4). Each column represents a single time level (from left to right: $\tilde{f}=4.7,9.4,18.8$, and 28.1). Red tones represent clockwise vorticity; blue tones represent anticlockwise vorticity. The dotted lines show the bathymetry contours of the shoal edge and the main channel.

All tests show a relevant generation of vorticity in two regions of the domain of interest: at the river mouth edges, where the river current exits the channel ( $\tilde{x} \approx 0-0.1$ ), and at the shoal edge, where the shoal connects to the beach through a steep bottom gradient ( $\tilde{x} \approx 1-1.2$ ). Although the global structure of the vortical flows originating at these regions is rather similar throughout the tests, the intensity and temporal evolution of vorticity, as well as its alongshore distribution to some extent, are highly dependent on the dissipation mechanisms at work.

In test TC1, the reference case (first row in Figure 8), no dissipation mechanism is active and a great amount of vorticity is seen near the river mouth since the earlier times of the simulation, due to the lateral spreading of the river current in the longshore direction. At later times $(\tilde{t}>10)$ two intense macrovortices, approximately 100 m in diameter, develop in correspondence of the mouth corners and are gradually advected towards the inner parts of the shoal, as the current spreads (see the arrows in the third panel of the first row). Further, a pair of oppositely-signed macrovortices initially develops at the shoal tip ( $\tilde{x} \approx 0.8-1$; see the arrows in the second panel of the first row), mainly due to lateral velocity gradients occurring at the boundaries between the main channel and the shoal plains, and are gradually advected laterally. Time passing, further turbulence develops along the boundary of the shoal (see the arrow in the fourth panel of the first row), organizes into vortices and grows unimpeded to values of about $\tilde{\omega}=4.5-5$ in absolute value, since the dissipative effects of both sub-grid turbulence and bed friction are neglected.

Since the bed friction coefficient is inversely proportional to the water depth (see Equations (4) and (5)), the contribution of seabed friction to the global dissipation of vorticity is expected to be more important in shallow waters, i.e., over the shoal and along the shoreline. This is confirmed in test TC2, where only the frictional dissipative effects are accounted for (second row in Figure 8). In fact, the mouth corner macrovortices generated at the start of the simulation are soon dissipated as their size increases and the wavenumber of the related turbulent motion decreases. The shoal tip macrovortices are also dissipated, albeit to a lesser extent, due to the effect of friction being less intense seaward of the shoal $(\tilde{x}>1)$, where the water depth is larger. On the other hand, the vorticity at the shoal boundary, which is rather intense in test TC1, is absent here, indicating that the dissipative effect of seabed friction is noticeable also at the transition between the shoal and the beach, characterized by a steep bottom gradient.

For test TC3 (third row in Figure 8) the HLES routine described in Section 2.1 is activated, modeling the dissipation due to the sub-grid turbulence, while the seabed friction is neglected. The impact of the sub-grid turbulence dissipation on the vorticity patterns is evident at the most seaward parts of the shoal, where it is effective in limiting (although not suppressing altogether) the evolution and reorganization of macrovortices with respect to the reference case (test TC1). Sub-grid turbulence dissipation is effective also within the shoal, reducing size and intensity of the macrovortices at the river mouth corners. This is likely due to the considerable transversal velocity gradients occurring right outside of the mouth, where the rapidly spreading current interacts with the quiescent water on the shoal. This leads to large values of the velocity gradients in the inner shoal, which, in turn, induce an appreciable dissipation of flow energy and momentum (see Equations (10) and (11)).

Finally, for test TC4 (fourth row in Figure 8) both frictional effects and sub-grid turbulence contributions concur to dissipate the large-scale turbulence of the macrovortices. The vorticity patterns are similar to those of test TC2, where only friction-based dissipation is present: this suggests that, when both dissipation sources are present, large-scale dissipation by friction tends to dominate over the small-scale dissipation by sub-grid turbulence. Moreover, with respect to test TC2, the additional presence of sub-grid turbulence is effective in further restraining the formation of the shoal edge macrovortices.

### 4.2.3. Vorticity Patterns with Waves

Figure 9 shows vorticity maps for the same test cases illustrated above, but for each simulation the river current is now opposed by a monochromatic sinusoidal wave. These tests are labelled TW1 to TW4 (see Table 1).


Figure 9. Time evolution of vorticity for the four tests with a monochromatic wave opposing the river current. Each row represents a single test (from top to bottom: TW1 to TW4). Each column represents a single time level (from left to right: $\tilde{f}=4.7,9.4,18.8$, and 28.1). Red tones represent clockwise vorticity; blue tones represent anticlockwise vorticity. The dotted lines show the bathymetry contours of the shoal edge and the main channel.

The dissipation-free test TW1 (first row in Figure 9) shows the presence of organized turbulence developing at the tip of the shoal, similarly to what occurs for test TC1. This may imply that in this zone the process of vortex generation is mainly dominated by current-related dynamics, with the effect of incoming waves being toned down in comparison. The maximum values for dimensionless vorticity in this test are around $\tilde{\omega}=5.5-6$ in absolute value. The vorticity structure of the wave-current interaction in this test is also characterized by a distinctive pattern which is roughly symmetrical with respect to the domain central axis. When waves are present, symmetrical vortices are formed, because of differential wave breaking, over the shoal edge and are advected diagonally towards the shore by the action of waves and interaction with the bathymetry, following the curvature of the shoal boundary itself. Such vortices are clearly visible in the last two panels of the first row in Figure 9. This behavior is in contrast to the essentially lateral advection experimented by the large eddies of test TC1 (see the last two panels in the first row in Figure 8). Vortex generation is mainly due to the previously cited depth-induced differential breaking experimented by the waves when they reach the shoal boundary. The portions of the wave fronts entering the shoal abruptly steepen and break because of the reduction of water depth, the steepening process being further enhanced by the effect of the opposing current. At the same time, the most lateral parts of the wave fronts are not yet broken since they are traveling over milder slopes. At the breaker lateral edges vorticity is injected into the flow and reorganizes into coherent vortices over time due to continuous and localized wave breaking. Once generated, these macrovortices migrate towards the shore in response to their interaction with the bathymetry, as illustrated by Brocchini and co-workers [10,11]. Furthermore, broken waves are also effective within the shoal, as they prevent the formation of the river mouth eddies.

For test TW2 (second row in Figure 9), only dissipation through bed friction is accounted for. The simulation notably shows the development of mouth vortices that are gradually dissipated, still being rather visible by the end of the test (last panel of the second row in Figure 9). The shoal boundary eddies are also similarly generated, albeit they are rapidly dampened as they travel inside the shoal due to friction.

Shoal boundary vortices are the main feature also in test TW3, in which only the sub-grid turbulence dissipation is active (third row in Figure 9). The small-scale turbulence dissipation of test TW3, however, is effective in reducing the size of the generated macrovortices when compared to the reference case TW1. Sub-grid viscosity-based turbulence has a greater effect when waves are present with respect to the no-wave condition (see test TC3), since waves generate strong, sign-changing velocity gradient in the alongshore direction that are continuous in time. This activates considerable and repeated dissipation by viscosity since such dissipation is dependent on the velocity gradients (see (10) and (11)).

Injection and reorganization of turbulence along the shoal boundary, as an effect of wave breaking, is also noticeable in test TW4 (fourth row in Figure 9), albeit the presence of both frictional and small-scale viscous dissipation strongly hinders the size and shoreward advection of generated macrovortices. Mouth vortices are very weak.

### 4.2.4. Vorticity Patterns as a Function of Wave Direction

Test TW1 (waves interacting with current, no friction nor viscosity dissipation; see top row in Figure 9) has been repeated four times with different directions of wave attack, in order to inspect the effect of wave direction on the vorticity patterns. Figure 10 shows vorticity maps for the four runs. From the top to the bottom row, the four angles of wave attack are $0^{\circ}, 10^{\circ}, 20^{\circ}$, and $30^{\circ}$ with respect to the $x$-direction. In all panels the waves are approaching the shoreline from the bottom right angle. Test TW1.1, with a wave attack perpendicular to the seaward domain boundary, corresponds to test TW1 (see Section 4.2.3 and Figure 9); a slightly different notation for test names has been chosen for coherence in the nomenclature.


Figure 10. Time evolution of vorticity for test TW1 as a function of wave direction. Each row represents a different wave direction (from top to bottom: $\theta=0^{\circ}, 10^{\circ}, 20^{\circ}$, and $30^{\circ}$ ). Each column represents a single time level (from left to right: $\tilde{t}=4.7,9.4,18.8$, and 28.1 ). Red tones represent clockwise vorticity; blue tones represent anticlockwise vorticity. The dotted lines show the bathymetry contours of the shoal edge and the main channel.

The performed tests reveal that different angles of wave approach do not break in a significant way the predominantly symmetrical pattern of vorticity already evidenced in the previous tests. This can be explained with the fact that the incoming waves surf through a considerable distance (more than 2 km ) into the domain before hitting the shoal. As a side effect, wave fronts become more and more parallel to the shore thanks to well-known effects of refraction, and thus impact the shoal border at roughly the same angle, regardless of their direction upon entering the domain.

At earlier times in all tests ( $\tilde{t}<10$ ), shoal tip vortices are formed at the same location than in tests TW (see Figure 9), suggesting that the wave direction is not a determinant variable in the birth and evolution of such vortices, which are, conversely, mainly dominated by the interaction between the outflowing current and the waves at the shoal border.

### 4.2.5. Sensitivity to Friction and Eddy Viscosity

To evaluate the effect of the magnitude of friction and sub-grid turbulence dissipation mechanisms into the development of turbulence, test TW4 has been repeated four times. In each test the intensity of frictional effects and viscous dissipation have been altered, respectively by changing the bed roughness $k_{s}$ and the eddy viscosity calibration parameter $\lambda$. Figure 11 shows the vorticity maps for the four iterations, labeled TW4.1 to TW4.4 (see also Table 1). Test TW4.1 corresponds to the reference test TW4 discussed in Section 4.2.3 and shown in the bottom row of Figure 9.

In test TW4.2 (second row in Figure 11) the action of dissipation due to friction is larger than in the reference case TW4.1, because of an increase in bed roughness $k_{s}$, while the sub-grid turbulence dissipation is unaltered. This leads to Chezy friction coefficients $c_{\tau} \approx 10^{-3}$ and $P_{\tau} \approx 1$ over the shoal and near the numerical shoreline, while $P_{\tau} \approx 10^{-1}$ off the shoal. The viscosity-related parameter is $P_{\lambda} \approx 10^{-4}$ over the shoal, and $P_{\lambda} \approx 10^{-3}$ outside the shoal. Therefore, frictional effects dominate over viscous dissipation. The increased effect of friction is visible through a slight reduction in the size and intensity of the mouth vortices. The extension of the region interested by mouth vorticity is reduced by frictional effects also during the phase of vortex dissipation (last two panels in the second row of Figure 11). The shoal tip vorticity, conversely, remains largely unaltered when increasing the friction; this suggests that, although the dissipative effect of friction is greater in magnitude than those of viscosity $\left(P_{\tau}=10^{-1}>P_{\lambda}=10^{-3}\right.$ out of the shoal), the friction-based contribution only slightly affects the vortex morphology at the shoal tip and borders, similarly to the eddy viscosity contribution, mainly due to the increased water depths.

Test TW4.3 features an increase in the dissipative range of sub-grid turbulence with respect to the reference case. This is achieved by an increment of the eddy viscosity calibration parameter $\lambda$ from 0.1 to 0.5 (see Equation (9)). The size of frictional dissipation is unchanged. This leads to $P_{\lambda} \approx 10^{-3}$ on the shoal and $P_{\lambda} \approx 10^{-2}$ off the shoal; whereas $P_{\tau} \approx 10^{-1}-1$ over the shoal and $P_{\tau} \approx 10^{-2}-10^{-1}$ outside the shoal. In this test, friction still manages to exert a dominant role, especially in the shallow waters of the shoal, where the evolution of mouth vortices is dampened. However, the increase in viscosity dissipation has the notable consequence of reducing vorticity at the shoal tip and borders, while also causing a slight loss of coherence of the mouth vortices. All the above is confirmed by the vorticity maps shown in the third row in Figure 11. While exerting some effects also over the shoal, mainly through a reduction of the region of turbulence at the channel mouth, sub-grid turbulence has the greatest effects on the shoal tip vortices, which are strongly damped even during the earlier stages of the simulations ( $\tilde{t} \leq 10$; compare the first and third row of Figure 11).

Finally, in test TW4.4 (fourth row in Figure 11) both friction and sub-grid-turbulence dissipation are increased. $P_{\tau} \approx 1$ over the shoal and $P_{\tau} \approx 10^{-1}$ outside the shoal; $P_{\lambda} \approx 10^{-3}$ over the shoal and $P_{\lambda} \approx 10^{-2}$ outside the shoal, with $P_{\lambda}$ increasing as the water depth grows. Therefore, friction is still dominant over viscosity at the shoal, while the balance becomes less skewed towards the shoal edge and offshore. The relative vorticity maps, thus, show a mix of the features described for tests TW4.2 and TW4.3: namely, a decrease of vortex intensity and size for mouth vortices (thanks to
the enhanced friction-based dissipation), and a reduction of turbulence at the shoal tip (due to the enhanced viscosity-based dissipation).


Figure 11. Time evolution of vorticity for test TW4 as a function of the intensity of friction and viscosity. The adopted values for the bed roughness $k_{s}$ and the eddy viscosity calibration parameter $\lambda$ are given along with each test name. Each column represents a single time level (from left to right: $\tilde{t}=4.7,9.4$, 18.8, and 28.1). Red tones represent clockwise vorticity; blue tones represent anticlockwise vorticity. The dotted lines show the bathymetry contours of the shoal edge and the main channel.

### 4.2.6. Global Vorticity for Currents and Waves Plus Currents

The time series of the integral dimensionless $O W$ parameter $\tilde{\Psi}_{x y}$ for the tests TC and TW, presented in Sections 4.2.2 and 4.2.3, are illustrated in Figure 12. Note that the time series for test TW1 (purple line in the bottom panel) is the same as the purple line in Figure 7 (test TW1.M1).


Figure 12. Time series of the dimensionless domain-integral $O W$ parameter $\tilde{\Psi}_{x y}$ as a function of the dissipation mechanisms. Top: tests with river current only (TC1 to TC4). Bottom: tests with a monochromatic wave opposing the river current (TW1 to TW4).

The irregular behavior of the time series of $\tilde{\Psi}_{x y}$ for the dissipation-free simulation with only river current (test TC1; purple line in the top panel) suggests that, when neither friction nor small-scale turbulence dissipation are accounted for, injection and dissipation of vorticity into the basin occur at a wide range of time scales. When waves are accounted for (test TW1; purple line in the bottom panel) the oscillations in $\tilde{\Psi}_{x y}$ are more regular, with a clearly detectable rising trend ascribable to the continuous injection of vorticity promoted by breaking waves on the shoal boundary. The presence of waves into the domain, therefore, seems to have a regularizing effect on the evolution of turbulence.

The introduction of turbulence dissipation by seabed friction (tests TC2 and TW2; yellow lines) results in a friction magnitude parameter $P_{\tau} \approx 10^{-1}-1$ (into the shoal) to $10^{-2}-10^{-1}$ (outside the shoal), whereas clearly $P_{\lambda}=0$ as viscosity-related dissipation is deactivated. Frictional dissipation results in a noticeable decrease of the overall amount of vortical energy for both test cases. The greater magnitude of $P_{\tau}$ on the shoal, moreover, implies that the dissipative action of seabed friction is stronger in that
zone: this is also corroborated by the lower amount of vorticity in the shoal area given by tests TC2 and TW2 (second rows in Figures 8 and 9) in comparison with the respective "reference" tests TC1 and TW1 (first rows in the same Figures). The strong influence of dissipation by friction is also apparent by inspection of the dimensionless $O W$ parameter. $\tilde{\Psi}_{x y}$ for the test with river current only (test TC2, top panel) is reduced by $75-80 \%$ in the earlier stages $(\tilde{t}<20)$ mainly due to the consistent reduction in shoal vorticity, and by up to $90 \%$ in the final stages $(\tilde{t}>20)$ with respect to test TC1. For the test with interacting waves and currents (test TW2, bottom panel) the reduction in $\tilde{\Psi}_{x y}$ with respect to test TW1 grows steadily in time, from $65 \%$ at the beginning of the run, up to $85 \%$ in the ending stages of the simulation. Furthermore, friction favours the emergence of a steady state for the global vorticity for both tests. This implies that the action of friction is competitive with the stirring of vorticity promoted by currents and waves, and the order of magnitude of both processes (stirring by waves/currents and dissipation by friction) is the same over the test duration.

The mechanism of turbulence dissipation through small-scale turbulence (tests TC3 and TW3; cyan lines) acts in different ways, according to the test case. For both tests, the viscosity-related magnitude parameter $P_{\lambda} \approx 10^{-4}$ over the shoal and $P_{\lambda} \approx 10^{-3}$ outside the shoal; $P_{\tau}=0$ since friction-based dissipation is deactivated. For the test with river current only (test TC3, top panel) sub-grid turbulence acts to a considerable decrease of global vortical energy, comparable to the reduction caused by frictional mechanisms. Albeit being smaller in magnitude with respect to the standard friction-based dissipation ( $P_{\tau} \approx 10^{-2}-1$ for tests TC2 and TW2), sub-grid turbulence dissipation mechanisms seem to be competitive in dissolving the vorticity injected by a river current only. On the other hand, when the current is opposed by waves (test TW3, bottom panel), the reduction in $\tilde{\Psi}_{x y}$ is generally smaller (between $35 \%$ and $65 \%$ with respect to test TW1); this may suggest that the action of waves is effective in injecting a greater amount of vorticity, which is absent in the tests without waves. The action of viscosity, moreover, is greater outside of the shoal thanks to the greater depths, and leaves unorganized turbulence inside of the shoal. The regularization of the oscillations in $\tilde{\Psi}_{x y}$, though, means a reduction and regularization of the time scale and intensity of vorticity stirring, especially towards the end of the simulation (the oscillations become more regular at $\tilde{t}>20$ for test TW3). In summary, in both tests small-scale turbulence manages to dissipate a variable amount of the vorticity generated during the initial stages of the runs and to keep the remaining vorticity roughly constant within the basin.

Finally, the combination of dissipation by seabed friction and sub-grid turbulence (orange lines) is the most effective in dissipating the overall vorticity, although the relative importance of the two factors for the dissipation process differs between the test cases and between each other ( $P_{\tau} \approx 10^{-2}-1$ and $P_{\lambda} \approx 10^{-4}-10^{-3}$ ). Seabed friction and sub-grid dissipation are deemed to play a similar role when vorticity is stirred by the river current only (see the comparable reduction of $\tilde{\Psi}_{x y}$ by both friction and viscosity in the top panel of Figure 12). On the other hand, the action of friction is enhanced with respect to viscosity-based dissipation, if turbulence is injected by the concurrent action of current and waves (see the far greater reduction of $\tilde{\Psi}_{x y}$ induced by friction, with respect to the sub-grid-turbulence-induced, in the bottom panel of Figure 12).

## 5. Conclusions

Numerical simulations via a finite-volume numerical solver for shallow water flows have been exploited to achieve a better understanding of the dynamics of flow mixing and turbulence at an ideal river mouth configuration, as well as the role of bottom friction and sub-grid turbulence on the definition and temporal evolution of large coherent vortical structures. Flow dissipation by bed friction has been introduced through a simple Chezy-like approach. The effect of sub-grid vertical mixing has been accounted for through a suitable HLES formulation, in which the dissipative action of small-scale 3D turbulence is introduced through a global, depth-averaged eddy viscosity coefficient.

The performances of such wave-resolved model have been preliminarily tested against existing numerical simulations described in the work of Olabarrieta et al. [9], based on a wave-averaged solver. Both models are able to catch the main features of the wave-current interaction at a river mouth, albeit
with some differences. The vertical-resolving model of OL14 seems to properly describe the alongshore currents observed in the field, but does not seem to give account of the potential vorticity generated at a river jet (e.g., see [52]). On the other hand, the wave-resolving NSWE model of Brocchini et al. [38] clearly reproduces macrovortices due to flow gradients caused by both the river jet and differential wave breaking, but predicts much weaker alongshore currents. This is in line with the strong wave breaking predicted by the NSWE model, which in turn leads to a considerable reduction of wave energy and generation of more intense macrovortices.

The analyses have identified two main regions of vorticity generation: at the inlet mouth due to current spreading, and along the shoal border as a consequence of the interaction between current, incoming waves, and bathymetry. In the definition and evolution of vorticity patterns, dissipation by means of friction seems to be generally dominant over sub-grid turbulence-based dissipation, especially over the shoal.

When only an outflowing river current is considered, dissipation through seabed friction is shown to be a strong agent in reducing the global amount of vorticity over the shoal and at the river mouth, where the mouth vortices are soon dissipated. At the shoal edge and further offshore seabed friction is not as effective, inducing only a mild reduction in vortex size and intensity. Conversely, dissipation through sub-grid turbulence has a greater effect at the shoal boundary, where the current slows down by feeling the increasing depth and develops negative velocity gradients, which are the fundamental contributions to viscosity-based dissipation.

When the interaction of current and waves is investigated, a significant amount of vorticity is generated, by differential wave braking, at the shoal edges and rolls up in the form of macrovortices. Wave breaking is also promoted by enhanced steepening thanks to the opposing current leaving the shoal. The shoal vortices are then advected towards the shore due to their interaction with the topography and the continuous action of waves. Again, seabed friction is shown to be the most important agent of regularization and dissipation of large-scale macrovortices within the shoal. Nonetheless, sub-grid turbulent motions also reduce the vorticity intensity at the shoal border, due to repeated velocity gradients. Waves are also effective in suppressing mouth vortices within the shoal.
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## Abbreviations

The following abbreviations are used in this manuscript:

| HLES | Horizontal Large Eddy Simulation |
| :--- | :--- |
| LES | Large Eddy Simulation |
| NSWE | Nonlinear Shallow Water Equations |
| OL14 | (the work of) Olabarrieta et al. (2014) |
| OW | Okubo-Weiss (parameter) |
| SGS | Sub-Grid Scale |
| WAF | Weighted Averaged Flux |
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#### Abstract

Prominent among environmental problems is the pollution of the coastal marine zone as a result of anthropogenic activities. On this point, while studies of jets in still water and in crossflows have been developed in many research centres, studies on jets interacting with waves are still rare. The present study analyses turbulent, non-buoyant water jets issued into a wave environment. A comparison of the time-averaged and phase-averaged velocity components has been carried out, in order to highlight the flow patterns in the two configurations. The experimental data have also been compared with others in the literature, such as the relationship between the dimensionless, longitudinal, time-averaged velocities of the jet mean axis and the distance from the source. Such comparisons reveal a good agreement. Furthermore, using the analogy between the equation of the turbulent transport of a solute concentration and the equation of the turbulent kinetic energy, the paper presents also estimates of the turbulence diffusion coefficients and advection terms of jets in a wave environment. The experimental results are compared with jets in still water. With the presence of waves, the turbulence length-scales in the streamwise direction vary, contributing to an increase in streamwise turbulent diffusion, relative to the condition of the same jet in still water. The analysis of the jet streamwise advection term reveals that it increases in the case of jets in a wave environment, as compared to no-wave conditions.
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## 1. Introduction

The explosive global economic growth initiated in the 1960s has surely left its mark on hydraulic engineering and on a wide spectrum of environmental problems. Prominent among these problems is the pollution of the coastal marine environment as a result of anthropogenic activities associated with, for example, (i) the discharge of domestic and industrial wastewater; (ii) the unregulated and accidental release of petroleum and hydrocarbon products from marine traffic and offshore exploration/production installations; (iii) the run-off of animal waste and fertiliser-derived nutrients from agricultural land; and (iv) the construction of marine structures and waste disposal and treatment systems. All these consequences have an impact on population health, marine ecology, economic prosperity, commercial operations, and environmental sustainability. The impact is felt throughout the spheres of water management (drinking water, industrial water, bathing water, irrigation, hydropower, etc.), navigation (currents, ice formation, shoaling, erosion involving dredging, protection works, etc.), flood protection (forecasting, dike placement, regulation of discharges), traffic management (tunnels, bridges, harbours, etc.), near- and offshore activities (modifications to coastal currents and eddies, ice drifts, blow-outs, etc.), and commercial and leisure fishing (modifications to currents, salinity, temperature, oxygen content; formation of fronts, etc.). The prediction and management of
pollution problems is surely becoming more and more pressing, with massive consequences for the environmental and ecological health of coastal waters and their surrounding communities [1-5].

In the present article, focus is placed upon the importance of turbulent mixing and entrainment processes for typical near-shore and estuarial conditions where the effective and safe disposal of wastewater is the principal objective. Attention is directed towards the role of turbulent jets [6-8] in accomplishing this mixing. In the marine environment, such jets are almost always associated with wastewater outfalls that have been constructed to convey treated wastewater from onshore treatment plants to zones appropriately far from shore (i) to prevent contamination of the waters in the near-shore region and (ii) to minimise the harmful effects of the discharge on humans and indigenous flora and fauna. The monographs by Wood et al. [9] and Roberts et al. [10] and the chapter by Tate et al. [11] provide comprehensive entry points to the extensive relevant literature on this topic. Finally, it is noted that, though the emphasis here is on the behaviour and properties of the turbulent buoyant jets, the dilution (and eventual fate) of contaminants discharged within the effluents is controlled also by the spatio-temporal structure of the ambient turbulence field in the receiving waters. In most cases, this structure is determined by the receiving water bathymetry and topography and the strength and variability of wind, tides, heat exchange, evaporation, ice formation, barometric pressure variation, gravity, etc. The spatio-temporal structure of the ambient turbulence field and the modifying role of (i) density stratification and (ii) vertical variations in mean flow is crucially important for the prediction of entrainment and mixing of turbulent jets discharged from wastewater outfalls. It is an area of research that requires further investigation.

The sea has always been the final destination for water-borne waste products coming from the land. In recent years, effects such as jet momentum, buoyancy, current, stratification, etc., on the processes of mixing and transport have received more and more attention [12-16], but wave action also plays a very important role in many cases [17-19]. While there are several studies in the literature on jets and their interaction with currents $[9,20,21]$, few deal with jet-wave interaction, with the majority emphasizing the importance of a wave flow field in diffusion processes [22-33] and the necessity of experimental tests to explain jet-wave interaction dynamics and possibly confirm the validity of mathematical models present in literature [34]. The topic is of great engineering interest for environmental problems [9,35-39].

Shuto and Ti [17] carried out experiments to investigate the dilution rate of plumes with waves at the free surface. The authors found that the dilution rate is inversely proportional to the square of the ratio of the water depth to the outlet diameter and is proportional to the ratio of the discharge velocity to a characteristic horizontal velocity of the ambient fluid. Sharp [19] pointed out that longitudinal velocity component profiles of jets with waves show twin peaks in some jet cross sections (so-called "dumb-bell effect", typical of sewage discharged into a tidal estuary). Chyan and Hwung [27] carried out experimental studies using a combined LDA (Laser Doppler Anemometry) and LIF (Laser-Induced Fluorescence) system to obtain a combined analysis of velocity components and concentration of nonbuoyant jets vertically discharged in a wave environment. Using flow visualisation, they identified three regions of a jet-wave interaction: (1) deflection region, (2) transition region, and (3) developed jet region. Chyan and Hwung [27] noted that the process of periodic jet deflection allows a large volume of water from the external environment to pour into this jet. The mechanism, which was called the "wave tractive mechanism", adds to that of classic entrainment, thereby improving the dilution process. Koole and Swan [28] analysed 2D non-buoyant jet dispersion in a flow field of regular waves. They presented velocity profiles, standard deviation of the turbulent velocity components, and Reynolds shear stresses.

The studies cited above illustrate that some investigations have been undertaken on the interaction between jets and waves in the past, but there is still a need for further detailed analysis of this problem, utilizing data collected with modern instrumentation. This is a main motivation for the present study and the main novel component.

The principal purpose of this article is to highlight aspects of turbulent mixing in the marine environment (particularly for jet flows) in order (i) to raise awareness of the range of problems that still remain to be addressed and solved and (ii) to indicate future developments, directions, and perspectives in this field. The oft-cited dictum "Dilution is the Solution to Pollution" summarises the overall design objectives underlying many marine wastewater disposal systems, illustrating why environmental flows characterised by dilution and mixing processes are of great interest for researchers and practitioners. In the present article, recent theoretical analyses and experimental results are presented for some case studies of jets in a wave environment (see Figure 1).


Figure 1. Typical release of jets in wave environment. The discharge region is located offshore of the surf zone.

The material to be presented here shows that deeper knowledge of these complex environmental flows should be pursued for research, technical, and engineering interests. Because of the increasing stress placed on water resources throughout the world, a resurgence and reinvention of hydraulic engineering should be considered, in the sense that hydraulic research will be more and more a cooperation with other experts and that researchers must respond to the need to manage and protect natural resources. Considering all these aspects, the old motto with which this summary starts could be changed to "Dilution is (not always) the Solution to Pollution".

## 2. Materials and Methods

### 2.1. Momentum Equations

The fundamental equations governing the problem can be derived from the Navier-Stokes equations. Any physical quantity is split into the steady mean flow component, the fluctuation component due to the statistical contribution of the wave, and the fluctuation component of the turbulence [40]. Therefore, the $u_{i}(i=1,2,3)$ velocity components can be expressed as follows:

$$
\begin{equation*}
u_{i}\left(x_{i}, t\right)=\left\langle u_{i}\right\rangle\left(x_{i}, t\right)+u_{i}^{\prime}\left(x_{i}, t\right)=U_{i}\left(x_{i}\right)+\widetilde{u}_{i}\left(x_{i}, t\right)+u_{i}^{\prime}\left(x_{i}, t\right) \tag{1}
\end{equation*}
$$

where the angular brackets " $<>$ " denote an operator representing an ensemble average, the tilde symbol indicates the fluctuations due to the wave statistical contribution (or oscillating components), the prime symbol indicates the turbulent fluctuations, and the capital letters or the over-bar indicate the steady mean flow (time-averaged components). In addition, $t$ is time and the $x_{i}$ are the coordinates of a Cartesian frame.

Using the Cartesian tensor notation, the ensemble average of the motion equations for turbulent nonbuoyant jet flow under wave action is

$$
\begin{equation*}
\frac{\partial\left\langle u_{i}\right\rangle}{\partial t}+\frac{\partial\left\langle u_{i}\right\rangle\left\langle u_{j}\right\rangle}{\partial x_{j}}=\frac{1}{\rho} \frac{\partial}{\partial x_{j}}\left(-\langle p\rangle \delta_{i j}+\mu\left(\frac{\partial\left\langle u_{i}\right\rangle}{\partial x_{j}}+\frac{\partial\left\langle u_{j}\right\rangle}{\partial x_{i}}\right)-\rho\left\langle u_{i}^{\prime} u_{j}^{\prime}\right\rangle\right) \tag{2}
\end{equation*}
$$

where $\rho$ is the water density, $\delta_{i j}$ is the Kronecker delta, $p$ is the hydrodynamic pressure, and $\mu$ is the dynamic viscosity. The motion of the incompressible fluid is periodic, so the average over the period $T$ of Equation (2) becomes

$$
\begin{equation*}
\frac{\partial}{\partial x_{j}}\left(U_{i} U_{j}+\widetilde{\widetilde{u}_{i} \widetilde{u}_{j}}+\overline{u_{i}^{\prime} u_{j}^{\prime}}\right)=\frac{1}{\rho}\left(-\frac{\partial P}{\partial x_{j}} \delta_{i j}+\mu \frac{\partial^{2} U_{i}}{\partial x_{j} \partial x_{j}}\right) . \tag{3}
\end{equation*}
$$

### 2.2. Transport of Tracers and Turbulent Kinetic Energy

The time-averaged, turbulent transport of a solute concentration is described by the following equation:

$$
\begin{equation*}
\frac{\partial \bar{c}}{\partial t}+\frac{\partial \overline{u_{i} c}}{\partial x_{i}}=K_{i i} \frac{\partial^{2} \bar{c}}{\partial x_{i}^{2}} \tag{4}
\end{equation*}
$$

where $c\left(x_{1}, x_{2}, x_{3}\right)$ is the solute concentration and $K_{i i}$ are the coefficients for dispersion. For further details see Mossa et al. [32,33].

In the analysis of the flow-dispersion interaction, the turbulent kinetic energy is important in determining the turbulent dispersion coefficient and, thus, the mass transport. For high Reynolds numbers, assuming that the production term is of order of the dissipation term, the equation of the turbulent kinetic energy is

$$
\begin{equation*}
\frac{\partial k}{\partial t}+\frac{\partial \bar{u}_{i} k}{\partial x_{i}}=D_{k} \frac{\partial k}{\partial x_{i}} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
k=\frac{1}{2} \overline{u_{i}^{\prime} u_{i}^{\prime}} \tag{6}
\end{equation*}
$$

is the time-averaged turbulent kinetic energy, which, in the case of 2D velocity measurements, can be estimated as proposed by Svendsen [41] with the following equation

$$
\begin{equation*}
k=\frac{1.33}{2}\left(\overline{u^{\prime} u^{\prime}}+\overline{v^{\prime} v^{\prime}}\right) . \tag{7}
\end{equation*}
$$

The parameter $D_{k}$ is the turbulent diffusion coefficient, which can be expressed as the product of a length scale and a velocity scale. A physical meaningful velocity scale is $\sqrt{k}$. Consequently, we consider

$$
\begin{equation*}
D_{k}=l \sqrt{k} \tag{8}
\end{equation*}
$$

with $l$ the integral length scale associated with turbulent eddies. Equation (5) is formally analogous to Equation (4) and, therefore, assuming that the Prandtl number is $\mathrm{O}(1)$, the cross-correlation between the time-averaged turbulent kinetic energy and the $U, V$, and $W$ velocity components could be analysed and related to the time-averaged solute concentration $C$ transport by the mean flow $U C, V C$, and $W C$.

Furthermore, analogously to Equation (6), Tanino and Nepf [42] assumed that the net dispersion coefficients of Equation (1) could be set equal to

$$
\begin{equation*}
K_{i i}=\alpha \sqrt{k} l_{i} \tag{9}
\end{equation*}
$$

where the scale factor $\alpha$ could be different for horizontal and vertical diffusion, even if generally it is of $\mathrm{O}(1)$. In the present study, the integral length scale $l_{i}$ is evaluated by multiplying the integral time scale $T_{u}$ by the local time-averaged velocity $u_{i}$, where $T_{u}$ is estimated by the autocorrelation function of the turbulent velocity fluctuations.

### 2.3. Experimental Procedure

Experiments were carried out in a wave channel at the hydraulics laboratory of the Polytechnic University of Bari (Bari, Italy). The channel is about 45 m long and 1 m wide with walls made up of crystal plane sheets 1.2 m high, supported by iron frames with a centre-to-centre distance of about 0.44 m , where resistance probes for wave profile measurements may be placed. Figures 2 and 3 show drawings of the laboratory system and the jet characteristics, respectively.


Figure 2. Drawing of the experimental setup.


Figure 3. Jet defining drawing.

This study was carried out for a vertical turbulent nonbuoyant jet discharged in a stagnant environment and for the same jet interacting with progressive wave flow fields, in the intermediate range between deep and shallow water. During testing, the mean water depth near the paddle was $h=0.8 \mathrm{~m}$.

The velocity field was measured by using a backscatter, two-component four-beam fibre-optic LDA system (by Dantec Dynamics A/S, Skovlunde, Denmark). Particularly, the LDA system consists of a 5 W water-cooled argon-ion laser (version Innova 70, by Coherent Inc., Santa Clara, CA, USA),
a 2D fibre flow transmitter (by Dantec Dynamics A/S, Skovlunde, Denmark, which comprises a transmitter providing colour separation and frequency shifting of the laser beam; fibre manipulators for optimum coupling of the laser light into optical fibres; a probe head with a fibre-optical connection to the transmitter; and back-scatter receiving optics including colour filters, colour separation, and photodetectors), a probe with a diameter of 85 mm (by Dantec Dynamics A/S, Skovlunde, Denmark, with a focal length of 310 mm and a beam spacing of 60 mm ), and a signal processor (version 58N40 FVA-Flow Velocity Analyzer enhanced, by Dantec Dynamics A/S, Skovlunde, Denmark). The accuracy of velocity measurements is $\pm 2 \%$. Through an AD/DA-Analog to Digital/Digital to Analog board (Keithley Metrabyte model DAS 50/4), the laser Doppler data can be correlated with up to four 12-bit channels of auxiliary inputs coming from four transducers. Therefore, for the configurations of jets with waves, the measurement system allows us to assess-at the same time as the velocity components-the wave elevation profile, by use of a resistance wave gauge placed in the transversal section of the channel crossing the laser measurement volume. The entire system is assisted by a process computer (Figure 4).


Figure 4. Sketch of the LDA system with the wave gauge, the AD/DA board and the process computer.

Figure 5a-f show the different parts of the complex experimental apparatus, which comprises the LDA system, the resistance wave gauge system, and the wavemaker system.


Figure 5. Experimental apparatus: (a) LDA probe; (b) Dantec FVA signal processor and process computer; (c) Laser Coherent Innova and Dantec 2D Fibre Flow optics; (d) process computer with an AD/DA board for the wavemaker control; (e) a part of the wave channel where the jets were discharged; (f) the wavemaker.

The vertical nonbuoyant jet under consideration was introduced through a 2.01 mm insidediameter circular nozzle, with a volume flow $Q_{0}$ rate equal to $22.22 \mathrm{~cm}^{3} / \mathrm{s}$; a discharge velocity $U_{0}$ equal to $6.42 \mathrm{~m} / \mathrm{s}$; a momentum flux $M=Q_{0} U_{0}$ at the nozzle equal to $1.43 \times 10^{-4} \mathrm{~m}^{4} / \mathrm{s}^{2}$; and Reynolds number, based on the nozzle diameter, equal to 13,482 . The discharge scale length $L_{Q}=Q_{0} / M^{0.5}$, which measures the distance over which the port geometry influences the jet behaviour, is equal to 1.9 mm (comparable with the nozzle diameter). The round nozzle was located about 11 m from the wavemaker at 16.7 cm from the bottom of the channel. The velocity components measured in the present study are $u$ in the $x$ direction (see Figure 3; velocity component parallel to the jet axis $x$, i.e.,
vertical velocity component, conventionally established as positive if oriented upward) and $v$ in the horizontal direction (conventionally established as positive if oriented onshore).

Two categories of flow were considered; firstly, jet discharged into still water (i.e., configuration without waves) and, secondly, jet discharged into regular wave trains, generated in the channel, with a wave period for each configuration of 2.00 s (Test 1), 1.43 s (Test 2), and 1.00 s (Test 3), respectively. For the tests with waves, Table 1 (movies in supplementary) shows the wave height $(H)$, the wave length $(L)$, the wave period $(T)$, the wave steepness $H / L$, the relative depth $h / L$, and $L_{w}=M^{1 / 2} / \widetilde{v}_{w}$. The latter term is the length scale of the region from the nozzle dominated by the initial jet momentum compared to the wave-induced momentum, where $\widetilde{v}_{w}$, the values of which are also shown in the table, is a crossflow velocity scale of the wave motion, defined as [27]

$$
\begin{equation*}
\widetilde{v}_{w}=\frac{H g}{h \pi \sigma} \tanh (k h) \tag{10}
\end{equation*}
$$

with $\sigma=2 \pi / T$ the wave angular frequency and $k=2 \pi / L$ the wave number. The values of the relative depths $h / L$ show that the jets of Table 1 are discharged in a wave transitional zone, i.e., between shallow and deep waters.

Table 1. Main characteristics of the jet configurations with waves.

| Test with Waves | $\boldsymbol{H}[\mathrm{cm}]$ | $\boldsymbol{L}[\mathrm{m}]$ | $\boldsymbol{T}[\mathrm{s}]$ | $\boldsymbol{H} / \boldsymbol{L}$ | $\boldsymbol{h} / \boldsymbol{L}$ | $\widetilde{v}_{\boldsymbol{w}}[\mathrm{m} / \mathrm{s}]$ | $\boldsymbol{L}_{\boldsymbol{w}}[\mathrm{m}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.20 | 5.10 | 2.00 | 0.0082 | 0.16 | 0.039 | 0.31 |
| 2 | 4.40 | 3.05 | 1.43 | 0.014 | 0.26 | 0.036 | 0.33 |
| 3 | 4.13 | 1.56 | 1.00 | 0.027 | 0.51 | 0.026 | 0.47 |

The wave flow field in the channel can be described with the Stokes second-order theory according to the classic Le Méhauté abacus [43]. The reflection coefficient in the channel is not greater than $9 \%$.

In the cases of jets interacting with waves, ensemble-averaged velocities were obtained by phase-averaging the measured signals separated by the wave period. The results, which represented the phase-averaged velocities at different phases of a wave cycle, were averaged to yield the time-averaged velocities. The turbulent velocity fluctuations were obtained by subtracting the phase-averaged velocities from the original time series. For further details, see [32,33].

## 3. Results and Discussion

### 3.1. Jet Flow Patterns, and Phase- and Time-Averaged Velocities

The jet flow in the unsteady and periodic wave flow field has the characteristics shown in Figure 6, which reports a sequence of pictures of the jet of Run 1 of Table 1 taken at one-eighth of the wave period, in comparison with the flow field of the same jet issued in still water.


Figure 6. Flow patterns of the jet issued into still water and a time sequence of images of the same jet in a wave flow field of period $T$ at different wave phases separated by $T / 8$ (Test 1 of Table 1 ). The grid helps to show the jet oscillations.

The grid enables us to better show (i) the difference between the cases of jets with and without waves and (ii) the jet oscillations in the configurations where waves are present. Particularly, the jet issued into still water shows an enlargement that is described well in the literature $[20,32,33]$. Furthermore, in the case of the same jet with waves, the flow pattern resembles that of a jet discharged into a cross-current when the wave horizontal velocity dominates and that of a co-stream jet or jet in opposing flow when the vertical wave velocity dominates. As the wave motion changes periodically, different features will prevail by turns. The most impressive conclusion that we can obtain from these
images is the enlargement of the jet area when waves are present compared with the turbulent jet in still water, which suggests an enhancement of the dilution and, therefore, a positive effect of the wave motion during the initial mixing processes.

The flow patterns are confirmed with the results of the phase-averaged velocity vectors shown in Figure 7 for Run 1 of Table 1.


Figure 7. Phase-averaged flow patterns of velocity vectors of Run 1 of Table 1 acquired at a time rate of one-quarter of the wave period: (a) wave trough to crest passage; (b) under the wave crest; (c) wave crest to trough passage; (d) under the wave trough.

In this figure, it is possible to see the jet deflection back and forth by wave action, which agrees with the results of flow visualisation. The larger oscillations are present closer to the free surface, where the wave action is greater.

Figure 8 shows the time-averaged velocity vectors of Run 1 of Table 1 and of the same jet in still water.


Figure 8. Time-averaged velocity vectors of Run 1 of Table 1 and of the same jet in still water.

The comparison enables us to highlight the differences between the two configurations. Particularly, the figure shows that the velocity profiles of jets discharged in a wave environment are even flatter and wider than those of the same jet discharged in a stagnant environment. These profiles clearly indicate the existence of a relapse flow, as observed also by [13]. In the region farther from the nozzle, vertical velocity profiles point out, at times clearly, the presence of two peaks. In the case of the jet with waves, it is possible to see also the presence of twin peaks, as a typical result of the jet deflection due to periodic wave motion [27,32,33].

Figure 9 shows the values of the square root of the turbulent kinetic energy $\sqrt{k}$ nondimensionalised by $U_{0}$ of Run 1 of Table 1 . Close to the nozzle, specifically at $x / D<60$ and $x \ll L_{w}$, the values of $\sqrt{k}$ are similar with and without waves, indicating that the impact of the wave on the turbulent kinetic energy is small. This trend is also confirmed by the other runs. In this region it is possible to affirm that the turbulence is dominated by the jet and, therefore, this is the region with jet-generated shear. Farther from the nozzle, i.e., when $x$ is closer to or greater than $L_{w}$, the values of $\sqrt{k}$ are higher with the presence of waves. In this region the turbulence of the jet is also affected by the waves (region of jet-wave-generated shear).


Figure 9. Values of $k^{0.5} / U_{0}$ with the definition of the region with jet-generated turbulence (at the bottom) and the region with jet-wave-generated turbulence (at the top).

Figure 9 shows also that, in the case of the absence of waves, the values of $k$ reduce at a higher distance from the nozzle. On the contrary, in the case of the jet with waves, $\mathrm{O}(k)$ is almost constant in the upper region, demonstrating that the waves feed the jet turbulence.

### 3.2. Comparison with Previous Investigations

Figure 10 shows the values of the mean axial velocity $U_{c}$ made dimensionless by the jet exit velocity $U_{0}$. The results of the present study are compared with those of Albertson et al. [44], Corrsin and Uberoi [45], Wygnanski and Fieldler [46], and Chyan and Hwung [27]. In order to highlight the differences of the experimental conditions, Table 2 shows the main flow conditions and instrumentation used by the authors of the previous investigations.

It is important to consider that the classic relationships reported in Figure 10 can be applied in the fully developed flow region of a jet [20]. Furthermore, in the case of Run 1 of Table 1 of the present paper, where the measurements have also been assessed closer to the free surface where the wave action is more pronounced, Figure 10 shows that the last three points cannot be described by the classic laws, in agreement with Chyan and Hwung [27]. Therefore, using the experimental points of the jet's fully developed region where the wave action is not more pronounced (i.e., until the section at 110 mm from the nozzle in the case of the present study), the absolute values of the relative errors between the experimental and theoretical values of $U_{0} / U_{c}$ have a mean value of $7.06 \%$ using the relationship by Albertson et al. [44], 6.29\% using the relationship by Corrsin and Uberoi [45], and 6.72\% using the relationship by Wygnanski and Fiedler [46]. It is possible to conclude that in this region the experimental results of the present paper are well fitted by the classic literature relationships.

Table 2. Main flow conditions and instrumentation used by the authors of the previous investigations.

| Authors | Runs | Jet Diameter/ Jet Slot | Fluid | Wave Period | $h / L$ | $U_{0}$ | Velocity Measurements |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Albertson et al. [44] | All | $\begin{aligned} & \text { From } 0.08 \mathrm{~cm} \\ & \text { to } 2.54 \mathrm{~cm} \end{aligned}$ | Air | - | - | $\begin{gathered} \text { From } 12.19 \mathrm{~m} / \mathrm{s} \\ \text { to } 54.86 \mathrm{~m} / \mathrm{s} \end{gathered}$ | Hypodermic needle with water differential manometer or sensitive two-liquid gauge, midget spoke-vane anemometer |
| Corrsin and Uberoi [45] | All | 2.54 cm | Air | - | - | $\begin{gathered} \text { From } 19.81 \mathrm{~m} / \mathrm{s} \\ \text { to } 35.05 \mathrm{~m} / \mathrm{s} \end{gathered}$ | Hypodermic needle total-head tube, Chromel-Alumen thermocouple (for mean velocity) and hot-wire anemometer (turbulent velocity components) |
| Wygnanski and Fiedler [46] | All | 2.64 cm | Air | - | - | $\begin{gathered} \text { From } 51 \mathrm{~m} / \mathrm{s} \text { to } \\ 72 \mathrm{~m} / \mathrm{s} \end{gathered}$ | Constant-temperature anemometers and linearisers with standard hot wires |
| Chyan and <br> Hwung [27] | A | 2.3 mm | Water | 1.16 s | 0.1470 | $83.7 \mathrm{~cm} / \mathrm{s}$ | LDA |
|  | B | 2.3 mm |  | 0.85 s | 0.2251 | $84.7 \mathrm{~cm} / \mathrm{s}$ |  |
|  | C | 2.3 mm |  | 0.75 s | 0.2731 | $83.6 \mathrm{~cm} / \mathrm{s}$ |  |
|  | E | 2.3 mm |  | 0.64 s | 0.3598 | $83.2 \mathrm{~cm} / \mathrm{s}$ |  |
|  | F | 2.3 mm |  | 0.52 s | 0.5343 | $83.4 \mathrm{~cm} / \mathrm{s}$ |  |
|  | G | 2.3 mm |  | - | - | $82.5 \mathrm{~cm} / \mathrm{s}$ |  |
|  | H | 5.0 mm |  | - | - | $62.4 \mathrm{~cm} / \mathrm{s}$ |  |



Figure 10. Values of $U_{0} / U_{c}$ along the jet mean axis.

Using a dimensional analysis approach, Chyan and Hwung [27] proposed the following equation:

$$
\begin{equation*}
\frac{U_{c}}{\widetilde{v}_{w}}=C_{w} \frac{x}{L_{w}} \tag{11}
\end{equation*}
$$

with $C_{w}$ depending on the relative depth $h / L$. Figure 11 shows that Equation (11) is confirmed by the present study.


Figure 11. Distribution of the dimensionless values of $U_{c}$ along the dimensionless distance.

### 3.3. Turbulent Diffusion Coefficients and Advection Terms

Figure 12 show the cross profile of the streamwise turbulent diffusion coefficient, $K_{x x}$, for Run 1 of Table 1 and for the same jet issued in still water estimated from Equation (9). It is possible to see that $K_{x x}$ is greater in the case of the jet with waves.

Figure 13 shows the vertical profiles of the advection term $U k$ of Run 1 of Table 1 and of the same jet issued in still water. The other configurations of jets with waves, not reported for the sake of brevity, confirm these results. It is possible to conclude that the longitudinal advection term is greater in the case of jets with waves.
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Figure 12. Values of $K_{x x}$ of Run 1 of Table 1 and of the same jet without waves.







Figure 13. Values of $U k$ of Run 1 of Table 1 and of the same jet without waves.

Figure 14 shows the values of the streamwise turbulent diffusion coefficient $K_{x x}$ of each cross section of the jet as a function of the distance from the nozzle. The dots in Figure 14 represent individual estimates at all $y$ positions in the analysed cross sections and the lines represent their averages.

Figure 15 shows the values of $U k$ of each cross section of Run 1 of Table 1 and of the same jet without waves. The dots in Figure 13 represent individual estimates at all $y$ positions in the analysed cross sections with the lines representing the averages.

For the sake of brevity, Figures 14 and 15 show the data of Run 1 of Table 1 and of the same jet without waves, but the results are confirmed also by the other analysed configurations with waves. The averaged values of Figures 14 and 15 demonstrate that the streamwise diffusion coefficient $K_{x x}$ and the streamwise advection of the jet with waves are greater than those of the same jet issued into still water. Furthermore, the differences of values of $K_{x x}$ for the jets with and without waves increase with the distance from the nozzle.

In any case, the advection term is of the same order of magnitude at a distance from the nozzle of $\mathrm{O}\left(<L_{w}\right)$, i.e., in the jet region where the initial jet momentum is of the order of the wave-induced momentum. These results are better shown in Figures 14 and 15 with the lines of averaged values, which enable us to quantify the difference between the cases with and without waves. In the region closer to the nozzle, the longitudinal advection terms of jets issued into a wave environment or into still water are comparable, demonstrating that the wave action is less pronounced. From the experimental results presented above, it is possible to conclude that the presence of waves increases both the diffusion and advection processes in the longitudinal direction in the jet region where the wave-induced momentum is greater than the initial jet momentum.


Figure 14. Values of $K_{x x}$ of Run 1 of Table 1 and of the same jet without waves with lines of the averaged values of each cross section.


Figure 15. Values of $U k$ of Run 1 of Table 1 and of the same jet without waves with lines of the averaged values of each cross section.

## 4. Conclusions

Turbulent jets flowing in currents or still water have been widely examined because of their relevance to many environmental conditions. This study examines turbulent nonbuoyant jets issued into a wave environment. The main conclusions can be summarised as follows:

1. The analysis of the time-averaged and phase-averaged velocity vectors shows that the flow pattern resembles that of a jet discharged into a cross-current when the wave horizontal velocity dominates and that of a co-stream jet or jet in opposing flow when the vertical wave velocity dominates. Furthermore, the jet experiences an enlargement of its area when waves are present compared with the same jet in still water, which suggests an enhancement of the dilution and, therefore, a positive effect of the wave motion during the initial mixing processes. The velocity profiles of jets discharged in a wave environment are even flatter and wider than those of the same jet discharged in a stagnant environment.
2. The analysis of the turbulent kinetic energy $k$ nondimensionalised by $U_{0}$ shows that close to the nozzle, specifically when $x \ll L_{w}$, the values are similar with and without waves, indicating that the impact of the waves on the turbulent kinetic energy is small. In this region it is possible to affirm that the turbulence is dominated by the jet and, therefore, this is a region with jet-generated shear. Farther from the nozzle, i.e., when $x$ is closer to or greater than $L_{w}$, the values of $k$ are higher with the presence of waves. In this region the turbulence of the jet is also affected by the waves. Furthermore, in the case of the jet with waves, $\mathrm{O}(k)$ is almost constant in the upper region, demonstrating that the waves feed the jet turbulence. On the contrary, in the case of the absence of waves, the values of $k$ reduce at higher distance from the nozzle.
3. The values of the mean axial velocity $U_{c}$ normalised by the jet exit velocity $U_{0}$ show that the configurations analysed in the present paper are well fitted by the classic literature laws for the measurement points in the jet's fully developed region where the wave effect is not pronounced.
4. The experimental data agree with Chyan and Hwung's [27] law of the dimensionless $U_{c}$ velocity as a function of $x / L_{w}$.
5. Using the analogy between the equation of the turbulent transport of a solute concentration and the equation of the turbulent kinetic energy, the jet net dispersion coefficients have been
evaluated. In contrast to the case of jets in still water, in the runs with waves, the streamwise turbulent diffusion is increased.
6. The presence of waves increases both the diffusion and advection processes of the jet in the longitudinal direction, mainly in the region dominated by the wave-induced momentum, i.e., at distance from the nozzle greater than the length scale $L_{w}$.

Supplementary Materials: The following are available online at http:/ /www.mdpi.com/2073-4441/10/4/522/s1. The two movies depict Run 1 of Table 1 of the paper (file jet_with_waves_run_1_Mossa.avi) and the same jet issued into still water (file jet_in_still_water.avi). A dye called Rhodamine B ( C 28 H 31 ClN 2 O 3 ) was used to visualize the jet flow pattern.
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#### Abstract

Despite the existing knowledge concerning the hydrodynamic processes at river junctions, there is still a lack of information regarding the particular case of low width and discharge ratios, which are the typical conditions of mountain river confluences. Aiming at filling this gap, laboratory and numerical experiments were conducted, comparing the results with literature findings. Ten different confluences from $45^{\circ}$ to $90^{\circ}$ were simulated to study the effects of the junction angle on the flow structure, using a numerical code that solves the 3D Reynolds Averaged Navier-Stokes (RANS) equations with the $k-\epsilon$ turbulence closure model. The results showed that the higher the junction angle, the wider and longer the retardation zone at the upstream junction corner and the separation zone, and the greater the flow deflection at the entrance of the tributary into the post-confluence channel. Furthermore, it was shown that the maximum streamwise velocity does not necessarily increase with the junction angle and that it is not always located in the contraction section.
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## 1. Introduction

A confluence is a geomorphological node where typically two upstream channels merge into a single downstream channel, giving rise to complex 3D flow patterns. By definition, the main stream is the longest of the two intersecting channels, whereas the tributary is the shortest. Considering that $Q_{m}$ and $U_{m}$ are the discharge and the mean velocity of the upstream main channel, and $Q_{t}$ and $U_{t}$ are the discharge and the mean velocity of the tributary channel, respectively, the discharge ratio between the two rivers $\left(Q_{r}\right)$ was defined by Best [1] as $Q_{t} / Q_{m}$. Similarly, the ratio between the tributary width $\left(B_{t}\right)$ and the main channel width $\left(B_{m}\right)$ is known as width ratio $\left(B_{r}\right)$.

Although Taylor [2] was the first to study an asymmetrical channel confluence, proposing a 1 D approach for the calculation of the water depth ratio between the upstream and downstream channels, the complete description of the flow field within a channel confluence is attributed to Best [1]. In fact, he distinguished six elements within a confluence (Figure 1): (1) a retardation zone at the upstream junction corner (commonly referred to as flow stagnation zone, even though it is characterized by reduced velocity that never decreases to zero); (2) a flow deflection zone, where each stream enters the confluence; (3) a flow separation zone, beyond the downstream junction corner; (4) an area of maximum velocity, located downstream of the confluence; (5) a flow recovery area,
where the post-confluence flow tends to become unaffected by the confluence hydrodynamics; and (6) two main shear layers, caused by strong velocity gradients between the separation zone and the surrounding flow and between the flows coming from the tributary and main channels.


Figure 1. Conceptual model of flow dynamics at river confluences, modified from Best [1]. $Q_{p c}$ is the post-confluence discharge; $\alpha$ is the junction angle.

These zones depend, essentially, on the geometry (such as number of adjoining channels, cross-sectional area, junction angle $\alpha$, degree of concordance in elevation of the channel beds at the entrance to the confluence), flow and sediment parameters (such as $Q_{r}$ between the two streams, bed material, sediment transport). The effects of these factors have been examined with both experimentally derived junctions in laboratory (e.g., [1,3,4]), and field investigations (e.g., [5-9]), recently integrated with numerical modelling (e.g., [10-12]). In particular, with laboratory experiments, it was possible to isolate and accentuate the effect of certain parameters and processes under controlled conditions, which then were varied by using numerical simulations in order to overcome limitations of the physical models.

Initially, focusing on the basic case of asymmetrical confluences with a fixed concordant bed and subcritical flow, most attention in the experimental campaigns found in the literature has been paid to determine relationships for the calculation of the flow depth or the energy loss at the junction (e.g., $[13,14]$ ). Subsequently, the determination of the shape and the extent of the separation zone has become the main objective of the research in the field of open-channel confluences, owing to its importance in (1) confining the effective width of the post-confluence channel towards the opposite wall of the junction, giving rise to the adjacent zone of maximum velocity and bed shear stress, and (2) in the overall head losses at junctions, as well as sediment and solute balances [15]. For instance, through vertical photography of surface dye traces, Best and Reid [16] showed that the width and length of the flow separation zone increases with both $\alpha$ and the discharge ratio. Biron et al. [3] conducted a series of experiments in order to demonstrate the influence of the elevation of bed discordance on the characteristic zones of a confluence, with respect to the case of concordant beds. They showed that the difference in bed elevation destroys the flow deflection at the bed and creates a distortion of the mixing layer between the flows, resulting in fluid upwelling at the downstream junction corner. This phenomenon is responsible for the absence of a flow separation zone near the bed at the downstream junction corner and the lack of a zone of marked flow acceleration in the post-confluence channel. Gurram et al. [17], with their experimental work, yielded expressions for the pressure force on the lateral side walls, the ratio of flow depths in the junction point, the momentum correction coefficients, the extent of the separation zone determined with dye injections, and the lateral momentum contribution. They found that the separation zone increases with increasing values of Froude number (Fr), $Q_{r}$ and $\alpha$. Shumate [18] studied the general junction flow features
occurring in a $90^{\circ}$ confluence. In particular, he found that the separation zone is larger near the surface, both in length and width. Moreover, up to a threshold, the separation zone lengthens as $Q_{r}$ increases. Based on new confluence experiments, the detailed characteristics of the separation zone were analysed by Wang et al. [19] and Qing-Yuan et al. [20]. Specifically, Wang et al. [19] observed a zone of separation immediately downstream of the junction branch channel, the maximum and minimum velocity regions at the upstream and downstream in the confluent channel, and a shear plane developed between the two combining flows downstream of the confluent channel. Secondary circulations in different directions at the highest and lowest velocity zones were observed as well. Qing-Yuan et al. [20] used two different methods based on velocity streamlines and velocity isolines to investigate the geometry of the separation zone, which presented different forms with variations of distance to the flume bottom. Furthermore, they showed that the discharge ratio also influences the separation zone from bottom to surface. Also in the experiments of Biswa et al. [21], the width and the length of the flow separation zone increase with the contribution from the tributary channel to the discharge in the post-confluence channel $\left(Q_{p c}\right)$, while its shape remains practically unchanged. The most recent experimental campaigns were conducted separately by Schindfessel et al. [22] and by Birjukova et al. [23], investigating the time-averaged flow patterns in a $90^{\circ}$ confluence when $Q_{t}$ largely exceeds $Q_{m}$ [22] and in a $70^{\circ}$ confluence when $Q_{m}$ largely exceeds $Q_{t}$ [23]. In the first case, the separation zone was wider with respect to the literature reference cases, and a recirculating eddy appeared in the upstream main channel, confining the main channel incoming discharge and inducing a zone of reduced downstream momentum in its wake. Moreover, a new recirculation cell appeared with respect to the confluences studied by Gurram et al. [17] and Shumate [18], resulting in a change of sign of the lateral surface velocity near the bank opposite to the junction. Birjukova et al. [23] observed that, in their conditions, the separation zone limits the effective lateral flow cross-section, and hence results in the added acceleration of the mainstream flow near the downstream junction corner. Finally, Yuan et al. [24] analysed the distortion of the shear layer developed from the upstream junction corner at a $90^{\circ}$ open-channel confluence with a small width-to-depth ratio. They found that the distortion of the shear layer resulted in an increase in occurrence probabilities of ejection and sweep events within the shear layer, which were related to the turbulence presenting vortices induced by the wall.

In order to compare the experimental tests found in the literature, concerning laboratory asymmetrical confluences with fixed beds, Table 1 shows for each of them a brief overview of the geometrical and hydraulic conditions adopted. Moreover, it shows for each of the numerical simulations found in the literature: (1) the respective reference of the experimental tests used for the validation of the models and (2) the geometrical and hydraulic conditions.

Table 1. Experimental tests and numerical studies on channel confluences in chronological order.

|  | Reference of the <br> Experimental <br> Test |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Study ${ }^{a}$ | $Q_{r}$ | $B_{r}$ | $\alpha\left({ }^{\circ}\right)$ |  |
|  |  |  |  |  |  |
| Webberence and Greated [13] | E | - | $0.25 \div 4.00$ | 1.00 | $30,60,90$ |
| Lin and Soong [25] | E | - | $0.18 \div 1.40$ | 1.00 | 90 |
| Best and Reid [16] | E | - | $0.11 \div 9.00$ | 1.00 | $15,45,70,90$ |
| Ramamurthy et al. [14] | E | - | $0.30 \div 1.50$ | 0.99 | 90 |
| Biron et al. [3] | E | - | 1.23 | 0.67 | 30 |
| Gurram et al. [17] | E | - | $0.33 \div 3.00$ | $0.60 \div 1.00$ | $30,60,90$ |
| Hsu et al. [26] | E | - | $0.11 \div 8.90$ | 1.00 | 90 |
| Hsu et al. [27] | E | - | $0.09 \div 9.31$ | 1.00 | $30,45,60$ |
| Shumate [18] | E | - | $0.09 \div 11.00$ | 1.00 | 90 |
| Bradbrook et al. [28] | N | Biron et al. [3] | - | 1.00 | $30,45,60$ |
| Biron et al. [10] | N | Biron et al. [3] | $0.67,1.74$ | 1.00 | $30,60,90$ |
| Wang et al. [19] | E | - | 0.77 | 0.40 | 30 |
| Qing-Yuan et al. [20] | E | - | 0.36 | 0.50 | 90 |
| Biswa et al. [21] | E | - | $0.48 \div 2.09$ | 1.00 | 90 |
| Shakibainia et al. [29] | N | Shumate [18] | $0.33,1.00,3.00$ | $0.66,1.00$ | $15,45,90,105$ |
| Bonakdari et al. [30] | N | Wang et al. [19] | 0.77 | 0.40 | 30 |
| Djordjevic [12] | N | Shumate [18] | 0.71 | 1.00 | 90 |
| Yang et al. [31] | N | Shumate [18] | 3.00 | 1.00 | 90 |
| Schindfessel et al. [22] | E | - | $3.00,19.00$ | 1.00 | 90 |
| Birjukova et al. [23] | E | - | 0.11 | 0.15 | 70 |
| Brito et al. [32] | N | Birjukova et al. [23] | 0.11 | 0.15 | 70 |
| Schindfessel et al. [33] | N | Schindfessel et al. [22] | $0,3.00,19.00$ | 1.00 | 90 |
| Yuan et al. [24] | E | - | 0.65 | 1.00 | 90 |
| Schindfessel et al. [15] | N | Schindfessel et al. [22] | 3 | 1.00 | 90 |

${ }^{a}$ E: experimental study; N: numerical study.

In fact, using as a reference some of the experimental tests of Table 1 for the calibration of their models, several authors have performed Computational Fluid Dynamics (CFD) simulations to investigate detailed flow structures at confluences, changing the geometry, the hydraulic conditions or both. In particular, most of the CFD simulations have been conducted using the Reynolds Averaged Navier-Stokes (RANS) equations or Large Eddy Simulation (LES) models. For instance, the data of Biron et al. [3] were taken into account for the simulations of Bradbrook et al. [28] and Biron et al. [10]. Shakibainia et al. [29] used SSIIM 2.0, a RANS-based turbulent model, to reproduce the experiments of Shumate [18]. The same model and experimental test were used by Djordjevic [12] to study the effects of upstream planform curvature and bed elevation discordance between the tributary and main channels on the confluence hydrodynamics. However, Yang et al. [31], by using the commercial software FLUENT (ANSYS Inc., Canonsburg, PA, USA) and, again, the data of Shumate [18], showed how the adoption of dynamic meshes could give much higher accuracy than that of Volume of Fluid (VoF) or rigid lid method. The experimental tests of Birjukova et al. [23] were reproduced by Brito et al. [32], comparing the results obtained with different turbulence closure models for solving the RANS equations. More recently, Schindfessel et al. [33] used LES of the OpenFOAM suite to investigate the flow patterns for three different $Q_{r}$, considering the experimental tests by Schindfessel et al. [22]. They demonstrated that the tributary flow impinges on the opposing bank when the tributary flow becomes sufficiently dominant, causing a recirculating eddy in the upstream
channel of the confluence, which induces significant changes in the incoming velocity distribution. The changed flow patterns also influence the mixing layer and the flow recovery. In their successive work, Schindfessel et al. [15] analysed the influence of the cross-sectional shape on the flow patterns in a $90^{\circ}$ confluence. They showed that the shape of the cross-section, and more particularly the geometry of the downstream corner, can induce lateral currents directed into the separation zone.

Despite the extensive research in hydrodynamic processes at junctions, it is evident how there is still a lack of information regarding channel confluences characterized by low discharge and width ratios. On a prototype scale, these conditions are characteristic of highly channelized mountain-river confluences and not common for low-land confluences, which, on the contrary, have inspired most of the literature studies on that topic [4,34]. Moreover, only a few studies have analysed the changes in the flow dynamics at a confluence as a function of the junction angle and all of them are referred to $B_{r}=1$, except the cases investigated by Gurram et al. [17] and Shakibainia et al. [29], for which the minimum value of $Q_{r}$ was set equal to 0.33 . Therefore, the research works in this field are not comprehensive and the extension of the existing knowledge to not yet explored conditions must be pursued.

In light of the above considerations, the paper describes the effects of the junction angle on the flow structure of a confluence with fixed concordant beds and both low width and discharge ratios, on the basis of the experimental campaign carried out by Birjukova et al. [23].

To this end, numerical simulations were initially carried out through the open-source numerical model known as PANORMUS (PArallel Numerical Open-souRce Model for Unsteady flow Simulation; [35]), available at www.panormus3d.org, which was adapted on purpose to the cases studied hereinafter. Then, the results of the numerical simulations were compared to the experimental data of Birjukova et al. [23] to validate the consistency of the model. Besides the original layout of the physical model, other nine layouts with different $\alpha$ values from $45^{\circ}$ to $90^{\circ}$ were considered, in order to analyse their effects with particular attention paid to: (1) the extension of the retardation zone in the main and tributary channels; (2) the deflection of the tributary flow from the junction angle; (3) the length and width of the separation zone; and (4) the maximum streamwise velocity in the flow structure of the confluence.

Therefore, this study contributes to a better understanding of the flow processes occurring in a channel confluence, seeking to answer the following two main questions:

1. What happens at low width and discharge ratios when junction angle is modified? How does this modification influence the flow dynamics?
2. What do lower flow and width ratios imply with respect to the literature cases?

## 2. Description of Experiments and Simulations

### 2.1. Laboratory Flume: Set-up and Measurements

The experiment was conducted in the horizontal rectangular concrete flume of the Hydraulics Laboratory of the Instituto Superior Técnico (IST), Lisbon, Portugal (Figure 2a,b) as described in Birjukova et al. [23]. The length of the main and tributary channels were $L_{m}=12 \mathrm{~m}$ and $L_{t}=4.5 \mathrm{~m}$, respectively, and the junction was located 5 m downstream of the inlet of the main channel, forming a $70^{\circ}$ confluence angle. The width of the main and tributary channels were $B_{m}=1 \mathrm{~m}$ and $B_{t}=0.15 \mathrm{~m}$, respectively, resulting in a low $B_{r}$ equal to 0.15 . Regarding the hydraulic conditions, the main channel discharge was set equal to $Q_{m}=0.044 \mathrm{~m}^{3} \mathrm{~s}^{-1}$, whereas the tributary one to $Q_{t}=0.005 \mathrm{~m}^{3} \mathrm{~s}^{-1}$, with $h_{m}=h_{t}=0.11 \mathrm{~m}$, where $h_{m}$ is the main channel flow depth upstream the confluence and $h_{t}$ is the tributary flow depth. The discharge ratio, $Q_{r}$, assumes a low value equal to 0.114 . To guarantee the development of a fully turbulent flow at cross-section no. 1 (Figure 2b), a layer of gravel (with $d_{50}=6 \mathrm{~mm}$ ) was placed on the channel bed.


Figure 2. (a) plan view and (b) photograph of the experimental facility used by Birjukova et al. [23] with the measurement grid. Streamwise coordinates of the measured cross-sections: $x_{1}=0 \mathrm{~m}, x_{2}=0.7 \mathrm{~m}$, $x_{3}=0.78 \mathrm{~m}, x_{4}=0.95 \mathrm{~m}, x_{5}=1.05 \mathrm{~m}, x_{6}=1.15 \mathrm{~m}, x_{7}=1.25 \mathrm{~m}, x_{8}=1.45 \mathrm{~m}$.

An Acoustic Doppler Velocimeter (ADV), with a sampling frequency of 100 Hz and acquisition time per point equal to 90 s , was used to measure the flow field at the confluence, considering the sampling grid depicted in Figure 2a. In particular, the origin of the coordinate system is fixed at cross-section no. $1,70 \mathrm{~cm}$ to the upstream junction corner at the left bank of the main channel. The horizontal axes $x$ and $y$ are directed in the streamwise and spanwise directions, respectively, whereas the vertical axis $z$, not shown in Figure 2a, starts at the bottom and is directed towards the water free surface. As many as 128 vertical profiles were considered in this study: eight cross-section and 16 lateral positions, starting at 2.5 cm from the right wall of the main channel, with a step of 5 cm from $y=0.05 \mathrm{~m}$ to 0.55 m and of 10 cm from $y=0.55 \mathrm{~m}$ to 0.95 m . Each profile is constituted by 18 measuring points (i.e., 11 points at a vertical displacement of 2 mm in the lower $\approx 30 \%$ of the flow depth and seven points with a step of 7 mm in the upper flow region). Note that no velocity measurements were undertaken in the tributary channel.

### 2.2. Analysis of the Experimental Data

The analysis of the experimental data is a crucial aspect for the correct interpretation of the results obtained with numerical simulations. In fact, the consistency of the model is evaluated on the basis of this preliminary investigation, which reveals the actual flow pattern found in the laboratory confluence.

The time-averaged components of the velocity vector $(\bar{u}, \bar{v}, \bar{w}$, in the streamwise, spanwise and vertical directions, respectively) measured at cross-section no. 1, normalized with the mean flow velocity upstream to the confluence $\left(U_{m 0}=Q_{m} /\left(B h_{m}\right)=0.38 \mathrm{~ms}^{-1}\right)$ are shown in Figure 3, where $\hat{y}$ is defined as $y / B_{m}$ and $\hat{z}$ as $z / h_{m}$. Specifically, $U_{m 0}$ was used as a reference, even though, from the analysis of the ADV data, a mean velocity equal to $0.41 \mathrm{~ms}^{-1}$ was obtained, with a relative error with respect to $U_{m 0}$ equal to $-8 \%$. This difference can be attributed to the fact that the ADV measurements do not cover the entire width and depth of the channel, along cross-section no. 1.


Figure 3. Patterns of some hydrodynamic variables at cross-section no. 1: (a) schematic of secondary currents; (b) normalized streamwise velocity component, $\hat{u}=\bar{u} / U_{m 0}$; (c) normalized spanwise velocity component, $\hat{v}=\bar{v} / U_{m 0} ;(\mathbf{d})$ normalized vertical velocity component, $\hat{w}=\bar{w} / U_{m 0}$.

The analysis of such patterns reveals the presence of a comparatively strong secondary currents over the entire width of the cross-section (Figure 3a), even if, as the experiment was designed with an aspect ratio $B_{m} / h_{m}=8.8$, either a weak or inexistent secondary circulation pattern would be expected in the central region of the channel. The reason behind the existence of such strong heterogeneity in Figure 3b derives, essentially, from a combination of two processes. In fact, near the lateral walls, the presence of the secondary currents is due to the amplification of the surface-corner vortex caused by the difference in roughness between the bank and the bed [36,37], whereas, along the width of the main channel, the turbulent secondary flows are attributed to the spanwise heterogeneity in roughness height, which causes low-momentum regions (LMRs) spanwise-adjacent to high-momentum regions (HMRs) (their spanwise positions are labelled in Figure 3). In fact, the layer of gravel was not uniformly glued on the channel bed and, therefore, different topographical scales were arranged in a highly irregular manner. Several studies showed how the formation of these vortical structures are influenced by the roughness height (e.g., [38-40]). In general, the identified LMR and HMR patterns tend to occur at spanwise locations of recessed and elevated roughness (relative to the mean elevation), respectively, with the swirling motions residing at spanwise locations of intense spanwise gradients in topographical height [39]. The same trend could be recognized in the other cross-sections (see Figures 4 and 5).


Figure 4. Patterns of some hydrodynamic variables at cross-section no. 2: (a) schematic of secondary currents; (b) normalized streamwise velocity component, $\hat{u}=\bar{u} / U_{m 0}$; (c) normalized spanwise velocity component, $\hat{v}=\bar{v} / U_{m 0} ;(\mathbf{d})$ normalized vertical velocity component, $\hat{w}=\bar{w} / U_{m 0}$.


Figure 5. Patterns of some hydrodynamic variables at cross-section no. 7: (a) schematic of secondary currents; (b) normalized streamwise velocity component, $\hat{u}=\bar{u} / U_{m 0}$; (c) normalized spanwise velocity component, $\hat{v}=\bar{v} / U_{m 0} ;(\mathbf{d})$ normalized vertical velocity component, $\hat{w}=\bar{w} / U_{m 0}$.

### 2.3. Computational Domain and Validation of the Numerical Model

The numerical simulations have been carried out by using the finite-volume numerical code PANORMUS (second-order accurate both in time and space). It solves the 3D RANS equations with the $k-\epsilon$ turbulence closure by using a finite-volume method on a three-dimensional, non-orthogonal, structured grid. For the time advancement of the solution, the numerical model uses the explicit Adams-Bashforth method, whereas to overcome the pressure-velocity decoupling, typical of incompressible flows, the fractional-step technique is employed. The predictor-corrector system is solved through the Line Successive OverRelaxation method (L-SOR) algorithm. For details on the numerical model and the mathematical formulation of the RANS equations, see [41]. The model is resolved in a computational domain reproducing the experimental laboratory facility. Specifically, the length of the tributary was determined arbitrarily because no velocity measurements were available from the experimental campaign, which would be used to validate the numerical results in the tributary. The confluence domain, after a grid sensitivity analysis, was discretized in $128 \times 96 \times 32$ cells in the streamwise, spanwise and vertical directions, respectively, by using a MATLAB (The MathWorks, Inc., Natick, MA, USA) code programmed on purpose. This resolution was selected so that the implementation of a finer grid did not show a considerable difference in the results. The mesh was refined near the walls and in the confluence zone (Figure 6), in order to obtain a finer discretisation close to the momentum transfer regions and the boundaries. A non-uniform grid was also used in the vertical direction, which was refined near the bottom and near the free-surface (imposed at 0.114 m above the bottom). The computational resolution is fine enough to reproduce the experiments and give a new insight into the dynamics of the channel confluence.

Both in the main and tributary channels, the flow is driven with assigned inflow conditions. Specifically, at the inlet of the two channels, a mean velocity profile is imposed to achieve the same values of flow rate $Q_{m}$ and $Q_{t}$ as in the experimental channel by means of a centrifugal pump. The logarithmic law of the wall was used near the solid boundaries (lateral walls and bottom) and null derivatives for all variables and hydrostatic pressure distribution were prescribed at the outflow boundary (Neumann-type boundary conditions). At the upper boundary, the free slip condition was adopted, which is justified as the tested Fr numbers (defined with the flow depth and mean velocity in the incoming and downstream channels) were smaller than 0.5 [11]. At the bottom wall, an equivalent roughness height of 3 mm (thus, lower than $d_{50}$ ) was considered for all simulations, in order to take into account the difference in roughness between the vertical walls and the channel bed. Such value was verified successively to be acceptable by comparing the experimental and numerical data.


Figure 6. Computational domain of the confluence.

The measured flow field at cross-section no. 1 and $Q_{m}$ were used to calibrate the inflow in the main channel, whereas, for the tributary, only $Q_{t}$ was taken into account.

Figure 7a shows the comparison between the measured and the simulated velocity profiles of the non-dimensional streamwise component at eight lateral positions along cross-section no. 1. Despite the presence of secondary currents, the results obtained with PANORMUS demonstrated a satisfactory agreement between the experimental and numerical data in the central part of the main channel (from $\hat{y}=0.35$ to $\hat{y}=0.75$ ). Here, the major discrepancies occurred in the lower part of the velocity profiles, near the bottom, where the velocity values were slightly underestimated owing to the use of the wall function.

To quantify such discrepancies, Figure 7 b shows the matching between measured $\left(\bar{u}_{m}\right)$ and simulated $\left(\bar{u}_{s}\right)$ streamwise velocity components, from $\hat{y}=0.35$ to $\hat{y}=0.75$, with the perfect agreement line and the $\pm 10 \%$ and $\pm 15 \%$ bands. It is evident that the maximum deviation is confined between $-10 \%$ and $+10 \%$. Moreover, Figure 7c shows the Root Mean Square Error (RMSE) obtained for each velocity profile and calculated as $\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(\bar{u}_{m_{i}}-\bar{u}_{s_{i}}\right)^{2}}$, where $N$ is the total number of measurement points along the vertical direction.

Figures 8 and 9 show the same comparisons along cross-section no. 3, in correspondence of the tributary channel, and along four different longitudinal profiles. It is clearly visible that the maximum deviation, in both cases, is generally confined between $-15 \%$ and $+10 \%$.


Figure 7. (a) comparison of measured (blue dots) and simulated (green lines) non-dimensional streamwise velocity component profiles in cross-section no. 1; (b) comparison of measured and simulated streamwise velocity components; (c) Root Mean Square Error (RMSE) of the streamwise velocity component profiles from $\hat{y}=0.35$ to $\hat{y}=0.75$ in cross-section no. 1 .


Figure 8. (a) comparison of measured (blue dots) and simulated (green lines) non-dimensional streamwise velocity component profiles in cross-section no. 3; (b) comparison of measured and simulated streamwise velocity components; (c) RMSE of the streamwise velocity component profiles from $\hat{y}=0.35$ to $\hat{y}=0.75$ in cross-section no. 3 .

However, it is important to highlight that, near the internal wall, where strong flow recirculation occurs, differences in measured and estimated values were detected (as an example, see Figure 10). This behaviour was not unexpected. In fact, similar deviation in the separation zone was shown in other literature studies (i.e., $[29,42]$ ), using different experimental data and numerical models.

For this reason, the model was also validated considering the shape of the separation zone in terms of its length $\left(L_{s}\right)$ and width $\left(B_{s}\right)$.

Different techniques were employed in the past for accurately determining the separation zone (e.g., $[15,20]$ ). However, since this is a region of decreased downstream momentum, the delineation of the separation zone extension is not an easy task. Generally, for a given $z$ coordinate, the length of the separation zone is defined as the distance from the downstream corner of the junction to the reattachment point. In addition, according to the boundary layer theory, the separation zone starts when the velocity near the wall is zero or negative. Therefore, the general hypothesis that considers the downstream junction corner as the starting point of the separation zone (known as the separation point) is misleading. Especially in the case of low $\alpha$ angles, it is expected that the flow arriving from the tributary channel tends to adhere to the wall downstream of the confluence and, only when the flow velocity can no longer overcome adverse pressure gradient, flow separation occurs.

Therefore, the separation point is not coincident with the downstream junction corner, but it is located downstream of it.


Figure 9. (a) comparison of measured (blue dots) and simulated (green lines) non-dimensional streamwise velocity component profiles in cross-sections Nos. 1, 2 and 3 along four longitudinal profiles; (b) comparison of measured and simulated streamwise velocity components.


Figure 10. Comparison of measured (blue dots) and simulated (green lines) non-dimensional streamwise velocity component profiles in cross-sections Nos. 1, 3, 7 and 8 along the longitudinal profile $\hat{y}=0.95$.

Specifically, the separation zone was delimited by the streamlines shown in Figure 11, where the time-averaged velocity $\bar{v}_{x y}=\sqrt{\bar{u}^{2}+\bar{v}^{2}}$ in the horizontal plane $\hat{z} \sim 0.5$ was plotted. $L_{s}$ was defined as
the distance from the separation point to the reattachment point, whereas $B_{s}$ was the distance from the wall to the point belonging to the streamline passing through the reattachment point, in which $\bar{v}$ is null.

For $\alpha=70^{\circ}, L_{s}$ and $B_{S}$ were 48.6 cm and 6.4 cm , respectively. These two main features were also obtained from the experimental data and were approximately 46 cm and 6 cm , respectively, showing that the numerical model slightly overestimates $L_{s}$ with a relative error equal to $5.6 \%$. The error is greater for $B_{s}$ and is equal to $-8 \%$, since the predicted width is narrower than the measured one. This discrepancy can be attributed to the effect of the secondary currents, discussed in Section 2.2. Such results were compared with those obtained by Brito et al. [32], who modelled the free surface with the VoF method. In particular, they obtained the following separation zone characteristic sizes: $L_{S}=54 \mathrm{~cm}$ and $B_{S}=8.7 \mathrm{~cm}$. Therefore, the estimations of both $L_{s}$ and $B_{S}$ are more precise in the present study, with respect to that of Brito et al. [32].


Figure 11. Time-averaged velocity $\bar{v}_{x y}$ in the horizontal plane $\hat{z} \sim 0.5$ for $\alpha$ equal to $70^{\circ}$. Here, $\hat{x}=x / B_{m}$ is the non-dimensional abscissa directed in the streamwise direction centred in the downstream corner of the confluence.

## 3. Results and Discussion

To study the effects of the junction angle on the flow structure of a confluence with fixed concordant beds and low width and discharge ratios, the computational domain created on the basis of the facility used by Birjukova et al. [23] was modified according to nine other different junction angles, ranging from $45^{\circ}$ to $90^{\circ}$ with a step of $5^{\circ}$.

The simulations were carried out using the same $Q_{r}$ of the experimental test in order to compare the obtained results as a function of solely $\alpha$, maintaining constant hydraulic conditions for both channels. The modification of the junction angle implies the change of the constant mass force (per unit mass) that drives the flow into the tributary. Such value is just the slope of the tributary towards the main channel. Therefore, to always guarantee the same value of $Q_{t}$, preliminary and separate simulations of fully developed turbulent flows were performed adapting the constant mass force to each simulated geometry. The main channel flow, upstream to the confluence, was not affected by the changes of the junction angle.

The results are presented by comparing the effects of the junction angle on the retardation zone, the flow deflection zone, the flow separation zone and the maximum streamwise velocity zone. Although these regions are strongly related, hereinafter they are analyzed independently for a better understanding of each involved hydrodynamic process.

### 3.1. Retardation Zone

The retardation zone within each channel originates from the deflection of flows away from the upstream junction corner. It is a region of reduced velocities, whose size depends on the junction angle. Two particular points, for each of the two incoming channels, characterize this zone and were identified in this work by the respective distances from the upstream junction corner to the points in which the velocity vector deflects from the wall with an angle greater than $1^{\circ}$ (points $P_{m}$ and $P_{t}$, respectively, in the main and tributary channels) (Figure 12a,b). In particular, $x_{s m}$ is the streamwise distance between the upstream junction corner and the point $P_{m}$, while $y_{s t}$ is the lateral distance between the upstream junction corner and the point $P_{t}$.

Figure 12a,b shows such values made non-dimensional with $B_{m}$ for different $\alpha$ angles at elevation $\hat{z} \sim 0.5$. It is possible to note that, as $\alpha$ increases, $\hat{x}_{s m}$ and $\hat{y}_{s t}$ increase quasi-linearly, causing a more extended retardation zone. In addition, for $\alpha$ equal to $45^{\circ}$ and $50^{\circ}$, the retardation zone is confined only within the tributary channel, since $\hat{x}_{s m}$ is equal to 0 . The maximum extension of such region occurs at $90^{\circ}$, where $x_{s m}$ and $y_{s t}$ are about 0.1 m and 0.09 m , respectively.


Figure 12. Distributions of (a) $\hat{x}_{s m}$ and (b) $\hat{y}_{s t}$ with respect to $\alpha$ at $\hat{z} \sim 0.5$ and of the relative flow velocity at points (c) A and (d) B within the retardation zone with respect to $\alpha$ at $\hat{z} \sim 0.5$.

Therefore, the higher the junction angle, the more extended the retardation zone and the lower the velocities in this region. In fact, as an example, Figure $12 \mathrm{c}, \mathrm{d}$ shows the relative flow velocity at points A and B located immediately upstream to the junction corner within the main and tributary channels, respectively, and their variation with the confluence angle. The relative flow velocity at point A is expressed as $\bar{v}_{x y} / U_{m 0}$, where $\bar{v}_{x y}=\sqrt{\bar{u}^{2}+\bar{v}^{2}}$ at point A . The relative flow velocity at point B is expressed as $\bar{v}_{x y} / U_{t 0}$, where $\bar{v}_{x y}=\sqrt{\bar{u}^{2}+\bar{v}^{2}}$ at point B and $U_{t 0}$ is the mean velocity of the tributary channel (equal to $0.29 \mathrm{~ms}^{-1}$ ). It is evident that the flow retardation rate increases at a higher junction
angle, since, increasing $\alpha$, a progressively strong retardation of the flow velocity is observed in both the channels.

The results are consistent with the findings of several researchers (e.g., $[1,13,18]$ ), who, however, focused on the position of a stagnation point only within the tributary channel. Actually, as it was observed in this work, two particular points in the two incoming channels can be taken into account to delimit the extension of the retardation zone. However, they can not be defined as stagnation points since the velocity in that points is not equal to zero.

### 3.2. Flow Deflection Zone

As Gurram et al. [17] observed, assuming that the inflow angle along the junction cross-section is equal to the junction angle is a wrong hypothesis. In fact, the lateral inflow velocity varies from the upstream to the downstream junction corners, increasing towards this latter, as it occurs in curve flow, but always with a smaller angle with respect to $\alpha$. To measure the deflection of the flow on the horizontal plane at the tributary entrance into the confluence, the flow angle $\delta$ was calculated, along the entire cross-section connecting the upstream and downstream junction corners, on the basis of the streamwise and spanwise time-averaged components of the velocity vector: $\delta=\arctan (\bar{v} / \bar{u})$. Then, the angle of deflection was made non-dimensional by dividing by $\alpha$, giving the new variable $\hat{\delta}$.

Figure 13 shows, for each layout, the distribution of the $\hat{\delta}$-angle at the tributary entrance. It is readily noticeable that, close to the bottom, the flow deflection angles assume lower values than those at the surface (especially near the upstream junction corner), where the resulting vector ( $\bar{v}_{x y}$ ) tends to maintain the same direction as that of the tributary, but always with $\delta<\alpha$. This trend is more visible at high $\alpha$-angles (from Figure 13f-j), where $\delta$ is about $0.5 \alpha$ at the bottom and near the upstream lateral wall, while it is about $0.9 \alpha$ at the surface near the downstream junction corner.

This means that, as $\alpha$ increases, the confluent channels undergo a progressively greater deflection with respect to the flow direction in the post-confluence channel, as it was observed also by Best [1]. Furthermore, it confirms that, near the left bank of the tributary channel, the degree of flow retardation increases.

It is also evident that at low $\alpha$-values the penetration of the main channel flow into the tributary channel flow never occurs.

Extrapolating the data at elevation $\hat{z} \sim 0.5$, a direct comparison among the different distributions of the deflection angle along the $\hat{x}_{t}$-axis is shown in Figure 14. It is possible to note that all the data collapse within a band, with a slight deviation for the case of $\alpha=45^{\circ}$. In particular, $\hat{\delta}$ increases along the interfacial plane between the tributary and the main channels, assuming the maximum values near the downstream junction corner (as it was observed by Djordjevic [12]), whereas the variability of $\hat{\delta}$ for $\alpha=45^{\circ}$ is limited in the range $0.76 \div 0.83$, owing to the combination of low $\alpha, B_{r}$ and $Q_{r}$, which leads to a more uniform distribution of $\hat{\delta}$ across the interfacial layer between the tributary and the main channel flows.

### 3.3. Flow Separation Zone

The analysis on the tributary flow deflection demonstrates that, at the downstream junction corner, $\delta$ is always lower than $\alpha$, which means that, in correspondence of this point, the velocity vectors have a streamwise component that is neither zero nor negative. Such a behaviour supported the procedure proposed in this study for the definition of the separation zone, which is based on the assumption that the separation point is not coincident with the junction point, but it is located downstream of it.


Figure 13. Distribution of the $\hat{\delta}$-angle at the tributary entrance for $\alpha$ equal to (a) $45^{\circ}$, (b) $50^{\circ}$, (c) $55^{\circ}$, (d) $60^{\circ}$, (e) $65^{\circ}$, (f) $70^{\circ}$, (g) $75^{\circ}$, (h) $80^{\circ}$, (i) $85^{\circ}$, (j) $90^{\circ}$. Here, $\hat{x}_{t}=x_{t} / B_{m}$ is the non-dimensional abscissa directed in the streamwise direction centred in the upstream corner of the confluence.

Figure 15 shows the time-averaged velocity $\bar{v}_{x y}$ in the horizontal plane $\hat{z} \sim 0.5$, obtained by the numerical simulations, and the shape of the flow separation zone for the analysed layouts. It is evident that, as $\alpha$ increases, the separation zone becomes longer and wider. This trend is the same of that reported in other studies (see Introduction). For example, Best and Reid [16] found that increasing the
junction angle and, also, the contribution of the tributary to total discharge results in an increase of the width and length of the flow-separation zone.


Figure 14. Effects of $\alpha$ on the $\hat{\delta}$-angle distributions at the tributary entrance into the confluence at $\hat{z} \sim 0.5$.

Anyway, this behaviour confirms the findings regarding the flow deflection zone: at the downstream bank of the tributary, the higher the deflection angles (occurring in the case of high junction angles), the stronger the separation downstream of the confluence (as observed by Djordjevic [12]). Furthermore, it is possible to note, especially for low $\alpha$ values, that the separation point is always located beyond the origin of the downstream junction angle, as it was specified previously.

The dimensions $L_{S}$ and $B_{s}$ were calculated for each confluence angle and were plotted in Figure 16a after normalisation with $B_{m}\left(\hat{L}_{s}, \hat{B}_{s}\right)$. Specifically, they are linearly correlated with $\alpha$ according to the equations shown in Figure 16a, with a coefficient of determination ( $R^{2}$ ) equal to 0.97 for $\hat{L}_{s}$ and 0.99 for $\hat{B}_{s}$. It is important to highlight that, in contrast with the literature findings, the separation zone does not occupy the half of the width of the post-confluence channel, as it was observed in other studies with high $Q_{r}$. In fact, it is confined within about 13 cm from the wall (inner bank of the flume), considering that its maximum width occurs at $\alpha=90^{\circ}$. Only Hsu et al. [27], for $B_{r}=1$, obtained a value of $B_{s}$ comparable with that reported here.

For junction angles less than $55^{\circ}$, the separation zone is no longer observed, owing to the low deflection angles with respect to $\alpha$ at the tributary entrance into the confluence. Therefore, it is possible to state that, in the geometrical and hydraulic conditions of the present study, the separation zone starts appearing for $\alpha$ between $50^{\circ}$ and $55^{\circ}$. However, it is important to point out that this result is valid for the particular case of highly channelized confluences, since it was demonstrated by several authors that the flow separation might be suppressed by the gentle curvature of natural confluence corners (e.g., [5]).


Figure 15. Time-averaged velocity $\bar{v}_{x y}$ in the horizontal plane $\hat{z} \sim 0.5$ for $\alpha$ equal to: (a) $50^{\circ}$; (b) $55^{\circ}$; (c) $60^{\circ}$; (d) $65^{\circ}$; (e) $75^{\circ}$; (f) $80^{\circ}$; (g) $85^{\circ}$; (h) $90^{\circ}$. Here, $\hat{x}=x / B_{m}$ is the non-dimensional abscissa directed in the streamwise direction centred in the downstream corner of the confluence.

### 3.4. Contraction Zone and Maximum Streamwise Velocity

The flow separation causes the establishment of a contraction zone beside it, in which the flow is forced to increase its velocity. The reason behind this fact is the reduction of the effective width of the post-confluence channel. To quantify such reduction, a contraction coefficient was calculated as $C_{c}=\left(B_{m}-B_{s}\right) / B_{m}$ for all the analysed layouts, as shown in Figure 16b. It is illustrated how $C_{c}$ decreases linearly as $\alpha$ increases, since the width of the separation zone increases. The result is coherent with the findings observed in Figure 16a, for the recirculation width $B_{s}$. Aiming at giving a relationship that would be useful in 1D modelling to determine the effective mean velocity in the post-confluence channel, an equation is proposed in Figure 16b, valid for low values of $B_{r}$ and $Q_{r}$. Obviously, $C_{c}$ is equal to 1 for $\alpha$ less than $50^{\circ}$, since no separation zone occurs ( $B_{s}=0$ ).

The contraction coefficient can be used for the determination of the head losses $\left(\Delta h_{L}\right)$ at junctions with the Borda-Carnot formula for a sudden flow expansion (e.g., [15]) as $\left(1-C_{c}\right)^{2} \cdot \frac{U_{p c}^{2}}{2 g}$ (where $U_{p c}$ is the mean velocity in the post-confluence channel). In turn, $\Delta h_{L}$ can be used to estimate the
water level elevations in the separation and contraction zones. Specifically, since $C_{c}$ decreases as $\alpha$ increases, it is expected that the head losses increase as well. This means that a reduced extent of the separation zone will lead to lesser water level differences. Note that the local decrease in water level in correspondence with the separation zone had been noted in many laboratory experiments, including that of Birjukova et al. [23].


Figure 16. (a) non-dimensional width and length of the separation zone as a function of $\alpha$; (b) distribution of the contraction coefficient as a function of $\alpha$ at $\hat{z} \sim 0.5$.

Table 2 shows the position in the computational domain and the value of the non-dimensional maximum streamwise velocity (normalised with $U_{p c}=0.049 \mathrm{~ms}^{-1}$ ) in the flow field at each analysed layout, $\Delta x$ being the distance from the downstream junction corner and $\Delta y$ the distance from the inner bank of the post-confluence channel to the point in which the streamwise velocity achieves its maximum value.

It is readily noticeable that the maximum velocity occurs at $\alpha=45^{\circ}$ and, then, increasing the junction angle, it starts to decrease up to $\alpha=70^{\circ}$, where a reverse trend leads to an increasing of $\bar{u}$. This tendency could be justified considering the interference induced by the separation zone into
the main channel flow and also by the increased discharge due to the added tributary flow. In fact, for $\alpha=45^{\circ}$, owing to the low entrance angle of the lateral flow, the tributary flow almost does not interfere with the main channel flow. The separation zone does not exist and, therefore, the zone of maximum flow velocity is confined near the wall $(\Delta y=1 \mathrm{~cm})$ at the downstream junction corner ( $\Delta x=0 \mathrm{~cm}$ ), occupying a very small area. For $\alpha=50^{\circ}$, this area becomes wider and, since the discharge of the tributary flow is not changed, the maximum flow velocity in the post-confluence channel is smaller than for $\alpha=45^{\circ}$. Note that, also in this case, since no separation occurs, the maximum flow velocity zone is confined near the wall $(\Delta y=2 \mathrm{~cm})$ at the downstream junction corner $(\Delta x=0 \mathrm{~cm})$. Increasing $\alpha$, the streamwise velocity component reduces its magnitude because the flow acceleration is limited, owing to the presence of the separation zone that always gets wider. The maximum velocity zone increases its width too. This trend is visible up to $\alpha=70^{\circ}$. It should be highlighted that the numerical simulations are in accordance with the experiment of Birjukova et al. [23], since it was demonstrated that the zone of generally high streamwise velocities is located from 4 cm to 40 cm beyond the downstream junction corner for $\alpha=70^{\circ}$. Starting from $\alpha=75^{\circ}$, the streamwise maximum flow velocity increases and it is found at $35 \div 38 \mathrm{~cm}$ from the wall and at $43 \div 50 \mathrm{~cm}$ from the downstream junction corner. This means that such velocity values are not related to the acceleration induced by the lateral flow that approaches the post-confluence channel, which continues to decrease increasing $\alpha$. They are, instead, due to the increased discharge, owing to the tributary flow that should pass through the contraction section.

Table 2. Non-dimensional maximum streamwise velocity component at different junction angles.

| $\alpha\left({ }^{\circ}\right)$ | $\Delta x(\mathrm{~m})$ | $\Delta y(\mathrm{~m})$ | $\bar{u} / U_{p c}$ |
| :---: | :---: | :---: | :---: |
| 45 | 0.00 | 0.010 | 1.475 |
| 50 | 0.00 | 0.020 | 1.336 |
| 55 | 0.10 | 0.070 | 1.238 |
| 60 | 0.15 | 0.100 | 1.231 |
| 65 | 0.16 | 0.110 | 1.211 |
| 70 | 0.20 | 0.130 | 1.205 |
| 75 | 0.43 | 0.355 | 1.224 |
| 80 | 0.45 | 0.355 | 1.249 |
| 85 | 0.49 | 0.380 | 1.272 |
| 90 | 0.50 | 0.380 | 1.290 |

Therefore, as it was discussed and unlike the common opinion or other literature findings (e.g., $[1,29]$ ), in the case of a channel confluence with low $B_{r}$ and $Q_{r}$, the maximum velocity does not necessarily occur in the contraction zone, but rather along the inner wall. This clarification is important with respect to possible scouring phenomena that can occur in correspondence of the maximum velocity zone and, thus, of the maximum bed shear stresses, in the case of mobile beds.

## 4. Conclusions

This paper constitutes a novelty in the study of the dynamics of open-channel confluences, since it focuses on a particular type of confluence characterized by fixed concordant beds and low width and discharge ratios. Specifically, it illustrates the development of the flow structure increasing the junction angle from $45^{\circ}$ to $90^{\circ}$. The paper is based on numerical simulations performed with the use of the PANORMUS code adapted ad hoc, which were compared and calibrated with the experiment performed by Birjukova et al. [23] for $\alpha$ equal to $70^{\circ}$. Ten different junction angles were analysed, focusing on the retardation zone in both the main and tributary channels, the deflection of the tributary flow from the junction angle, the extension of the separation zone downstream the channel confluence and the maximum streamwise velocity. The simulation results and analysis suggested that, as $\alpha$ increases:

1. near the upstream lateral bank of the tributary channel, the degree of flow retardation increases, which implies wider and longer retardation zone and lower velocity in this region. In fact, the streamwise distance between the upstream junction corner and the point $P_{m}$ decreases with increasing $\alpha$, as well as the lateral distance between the upstream junction corner and the point $P_{t}$;
2. the confluent channels undergo a progressively greater deflection with respect to the flow direction in the post-confluence channel. Specifically, for all the junction angles, the deflection of the flow in the horizontal plane at the tributary entrance to the confluence increases along the interfacial plane between the tributary and the main channels, except for $\alpha=45^{\circ}$, where its distribution was more uniform than in the other cases, owing to the combination of low $\alpha, B_{r}$ and $Q_{r}$;
3. the separation zone becomes longer and wider, following a linear relationship, since, at the downstream lateral bank of the tributary, the higher the deflection angles (occurring in the case of high junction angles), the higher the separation downstream of the confluence. Moreover, for $\alpha$ less than $55^{\circ}$, the separation zone is no longer observed, owing to the low discharge ratio and deflection angles with respect to $\alpha$ at the tributary entrance into the confluence;
4. the contraction coefficient decreases linearly, since the width of the separation zone increases. The determination of this coefficient would be useful in 1D modelling to determine the effective mean velocity in the post-confluence channel;
5. the maximum streamwise flow velocity in the whole confluence region does not necessarily increase because it does not always occur in the contraction zone. This fact could be caused by the acceleration induced by the lateral flow that approaches the post-confluence channel, especially in the case of low $\alpha, B_{r}$ and $Q_{r}$.
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#### Abstract

Aquatic vegetation in rivers and coastal regions controls the flow structure in terms of mean velocity and turbulence. The vegetation in the flow affects the transportation of nutrients, microbes, dissolved oxygen, sediment, and contaminants; therefore, the flow characteristics of different types of vegetation layers should be examined in order to understand the effects of vegetation on the flow structure. In this paper, the effect of the submergence ratio and SVF (Solid Volume of Fraction) of a vegetation patch, which was present across half of the channel in a spanwise direction, on the flow structure at the wake region was examined. For this purpose, different submergence ratios with different SVFs were considered in the experiments, and velocity measurements were performed in the wake region of the vegetation layer with an Acoustic Doppler Velocimeter (ADV). According to the results, the effect of different vegetation heights and SVFs on the velocity distribution was obtained. Moreover, inflectional velocity distribution over the cross-section in the wake region of the vegetation layer was obtained, and it was concluded that jet flow occurred in the non-vegetated half of the channel due to the vegetation layer.


Keywords: vegetation patch; wake region; submerged ratio; SVF

## 1. Introduction

Vegetation has an important role in the sustainable development of the aquatic environment since it significantly affects the hydrodynamic characteristics of the flow. By altering the hydrodynamic conditions, submerged aquatic vegetation can dramatically affect the fate and transport of sediment, nutrients, contaminants, dissolved oxygen, and fauna in aquatic systems [1,2]. Vegetation in the aquatic environment is also very important for river management and the river environment. Thus, the investigation of the velocity distribution, turbulence structure as well as mass and momentum exchange between the vegetated and non-vegetated zones is a crucial issue for the river habitat.

In flows through submerged vegetation, the vertical discontinuity of the drag results in strong velocity shear at the top of the canopy and greatly increases the turbulence intensities in this region, relative to unobstructed flow [3-5]. Furthermore, coherent canopy-scale eddies have been observed to dominate vertical momentum fluxes into terrestrial [6-8], and aquatic canopies $[5,9]$.

Vegetation reduces the suspended sediment transport as a result of the local reduction in bed shear stress [10]. Submerged vegetation generates coherent motions at the vegetation edge and such large-scale eddies control the vertical exchange of mass and momentum both within and above the vegetation layer [10].

Okamoto and Nezu (2013) [10] emphasized that a key feature of vegetation flow is the generation of a shear layer at the vegetation edge which is similar to the free shear layer. For aquatic vegetation flow, the flow structure has a range of behaviors depending on the submergence depth ratio [10].

Ghisalberti and Nepf (2004) [11] studied the dynamic equilibrium that occurred in a submerged vegetated shear layer and demonstrated that the turbulence kinetic energy in the shear layer was balanced by drag dissipation. They also presented a one-dimensional approximation of a three-dimensional flow for shear layer hydrodynamics.

Ghisalberti and Nepf (2006) [12] performed an experimental study on the structure of coherent vortices and vertical transport in shallow vegetated shear flows using rigid and flexible vegetation models. They implied that environmental flows over porous media, boulder beds, urban landscapes, wind farms, agricultural, and forest canopies were examples of an obstructed shear flow like flow over submerged vegetation. They also figured out that the vortex street in a vegetated shear layer created a pronounced oscillation in the velocity profiles. Moreover, the oscillation in vegetation had the effect of decreasing the amount of the turbulent vertical momentum transportation in the shear layer when compared to the flow over rigid vegetation [12].

Nepf (1999) [2] developed a model that predicted the turbulence intensity and diffusion within emergent vegetation. This model showed that turbulence intensity was dependent on the vegetative drag and for lower densities, which were smaller than 0.01 , the bed-drag and bed-shear production were negligible when compared to their vegetation correspondents. They also found that the turbulence scales were controlled by vegetation geometry, especially for vegetation densities higher than 0.01 [2].

Ben Meftah et al. (2014) [13] presented a new theoretical approach to model the flow pattern within the shear layer in the unobstructed area close to the vegetated area. They validated their model with experiments using rigid emergent vegetative elements for different Reynolds numbers. They showed that the peak of the turbulence intensity and that of the spanwise Reynolds Stress were shifted toward the center of the shear layer.

Ben Meftah and Mossa (2016) [14] focused on the effect of the contraction ratio, which is the ratio between the width of the obstructed and unobstructed area in the flow hydrodynamic structure. They found that the contraction ratio affected the flow hydrodynamic, and also presented an improved modified log-law that predicted the transversal profile of the mean flow velocity at the interface of obstructed and unobstructed areas.

Nepf and Vivoni (2000) [15] performed a study on the transition between submerged and emergent canopy flows. They suggested that the flow within an aquatic canopy could be divided into two regions: upper and lower. In the upper canopy, which is the "vertical exchange zone", vertical turbulence exchange with the overlying water is dynamically significant to the momentum balance and turbulence; and turbulence produced by mean shear at the top of the canopy is important [15]. The lower canopy, the "longitudinal exchange zone", communicates with surrounding water predominantly through longitudinal advection [15]. Nepf and Vivoni (2000) [15] indicated that in the lower layer, turbulence was locally generated by the canopy elements, and the momentum budget was a simple balance of vegetative drag and pressure gradient. They also emphasized that a vertical exchange zone appeared at the top of the canopy and deepened into the canopy as the depth of submergence increased in the submerged canopy.

Poggi et al. (2004) [16] developed a phenomenological model that described the turbulence structure within the canopy shear layer by using Laser Doppler Anemometry (LDA) measurements. They divided the canopy sublayer into three zones: the deep zone, where the Karman vortices drive the flow; the second zone, which is the mixing layer; and the uppermost zone where the classical surface-layer similarity theory was present (Figure 1).

Aquatic vegetation occurs in patches of finite length and different submergence ratios in natural rivers. In such vegetated flows, flow is diverted away from the vegetation patch at the leading edge of the patch [10]. In these areas, a shear layer does not form, and longitudinal advection contributes significantly to mass and momentum transport [10].


Figure 1. Regions of the canopy sub-layer [16].

Aside from experimental and analytical studies, there have also been numerical studies about vegetation in open channel flows. Brito et al. (2016) [17] studied open channel flows with submerged vegetation floodplains numerically. They modeled the vegetation layer as a porous media and demonstrated that the anisotropic turbulence EARSM (Explicit Algebraic Reynolds Stress Model) model was able to reproduce the secondary currents.

Kang and Choi (2006) [18] described a Reynolds stress model for the numerical simulation of compound open-channel flows with submerged vegetation on the floodplain. They considered various sub-models in the numerical model. Moreover, they also investigated lateral momentum transfer in the compound-open channel and demonstrated that the rate of change of the apparent shear stress increased with vegetation density. Additionally, with the increasing vegetation density on the floodplain, the drag force term was pronounced when compared with the lateral gradient of the apparent shear stress and to reduce the bottom shear stress of its 2D value in the floodplain [18].

The motivation behind this study was to examine the effect of the submergence ratio of the vegetation patch with different vegetation SVFs on the flow structure at the wake region of the patch. For this purpose, different submergence ratios with different SVFs were considered. This study especially focused on the wake region of the vegetation layer at the partly vegetated channel. The velocity measurements in the flow area were conducted with Acoustic Doppler Velocimeter (ADV).

## 2. Experimental Method

Experiments were conducted in an 11 m long, 1.2 m wide, and 0.75 cm deep flume with glass walls in the Civil Engineering Laboratory at Adnan Menderes University (Figures 2 and 3). The flume had an interior re-circulating system providing a steady flow. Figure 2 a shows the schematic of the experimental set-up. Flow depths were measured by means of a pointer gauge and the velocity measurements were performed by SONTEK Acoustic Doppler Velocimeter (ADV). Bricks were installed along the cross section of the flume at the entrance and outlet of the flume to provide smooth inlet and outlet conditions.

The entire base of the flume was covered with a plywood sheet and a finite-length submerged vegetation patch was composed with $d=0.01 \mathrm{~m}$ diameter rigid circular plastic rods in a plywood sheet. The rods had two different heights: $h_{v 1}=0.05 \mathrm{~m}$, and $h_{v 2}=0.10 \mathrm{~m}$. The cylinders in the vegetation patch were placed in a staggered, equilateral array. For this geometry, the solid volume fraction was related to the spacing (s) and diameter (d) by White and Nepf, 2007 [19]:

$$
\begin{equation*}
\varnothing=(\sqrt{3} \pi / 6)\left(d^{2} / s^{2}\right) \tag{1}
\end{equation*}
$$

In these experiments, the vegetation layer was characterized by the solid volume fraction-SVF $\left(\phi_{1}\right)$ and the height of the vegetation layer $\left(h_{v}\right)$. The variable $\phi$ was defined as the ratio of volume occupied by the cylinders to the total volume of vegetation layer. Experiments were performed for two different SVFs, $\phi_{1}=0.01$ and $\phi_{2}=0.08$, and two different vegetation heights, $h_{v 1}=0.05 \mathrm{~m}$ and $h_{v 2}=0.10 \mathrm{~m}$. Here, $\phi_{1}=0.01$ and $\phi_{1}=0.08$ corresponded to $\mathrm{N}_{1}=172 \mathrm{IP} / \mathrm{m}^{2}$, and $\mathrm{N}_{2}=1142 \mathrm{IP} / \mathrm{m}^{2}$ respectively, where IP $/ \mathrm{m}^{2}$ means the individual plant number per square meter. Moreover, the blockage caused by
the vegetation layer was characterized by its frontal area per volume $\left(V_{0}\right)$, called the vegetation layer density, $a\left(\mathrm{~m}^{-1}\right)$ [20]. Vegetation density was calculated with the given equation;

$$
\begin{equation*}
a=A / V_{0}=n h_{v} d / h_{v} S \tag{2}
\end{equation*}
$$

where $A$ is the frontal area of a vegetation element; $h_{v}$ is the vegetation height; $n$ is the number of the vegetation elements occupied in the referred bed area $S$; and $H$ is water depth.


Figure 2. Schematic views of the channel: (a) Plan view of the flume; (b) A-A cross-section of the flume.


Figure 3. Photos from experimental set-up: (a) Vegetation layer in the flume; (b) vegetation layer with $\phi_{1}=0.01 ;(c)$ vegetation layer with $\phi_{2}=0.08$.

For all cases, the water depth, $H=0.30 \mathrm{~m}$, and bulk mean velocity were kept constant. The Reynolds Number $\left(\operatorname{Re}=\mathrm{u}_{\mathrm{dm}} H /=41,000\right)$ and Froude Number $\left(\operatorname{Fr}=\mathrm{u}_{\mathrm{dm}} / \sqrt{g H}=0.08\right)$ were calculated using the mean depth averaged velocity $\left(u_{d m}\right)$ for the non-vegetated case. Here, $H$ is flow depth; $v$ is the kinematic viscosity; and $g$ is the gravitational acceleration. Mean depth averaged velocity $\left(u_{d m}\right)$ for the non-vegetated case was used for the non-dimensionalization of the figures in Section 3. Table 1 shows the hydraulic conditions.

Table 1. Hydraulic conditions.

| Cases | $\mathbf{N}\left(\mathbf{I P} / \mathbf{m}^{2}\right)$ | $\boldsymbol{\phi}$ | $\boldsymbol{\lambda}(\mathbf{a h})$ | $\boldsymbol{h}_{v}(\mathbf{c m})$ | $\boldsymbol{H} / \boldsymbol{h}_{v}$ | $\mathbf{u}_{\mathrm{dm}}(\mathrm{cm} / \mathbf{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| h 5 f 1 | 172 | 0.01 | 0.08 | 5 | 6 | 13.6 |
| h5f8 | 1142 | 0.08 | 0.57 | 5 | 6 | 13.6 |
| h10f1 | 172 | 0.01 | 0.17 | 10 | 3 | 13.6 |
| h10f8 | 1142 | 0.08 | 1.14 | 10 | 3 | 13.6 |

The three instantaneous components of velocity ( $u, v, w$ ), corresponding to the streamwise, spanwise and vertical velocity components in $\mathrm{X}, \mathrm{Y}$ and Z directions, respectively, were measured with ADV during 120 s with 3000 sampling number at 25 Hz . Each velocity record was decomposed into time averages $(\bar{u}, \bar{v}, \bar{w})$ and fluctuating components ( $\left.\mathrm{u}^{\prime}, \mathrm{v}^{\prime}, \mathrm{w}^{\prime}\right)$. The ADV probe was established over the vegetation layer during the experiments. The velocity measurements were performed at $117(=9 \times 13)$ points in the XY plane (Figure 4a) and six different levels in the Z direction (Figure 4b). Measurement points along the $X$ and $Y$ directions were placed at 10 cm intervals and 2.5 cm in the Z direction. Only, point Z1 $(=0.05 \mathrm{~cm})$ was placed at the closest point to the wall where the velocity measurement could be performed (Figure 4b).

ADV measurements sometimes may include scattering data because of using clean water without suspended material and correlation scores. If the correlation factor of measured velocities are very low then velocity measurements can not be reliable. The manufacturer recommends that a 15 db signal-to-noise ratio (SNR) and a correlation coefficients larger than $70 \%$ for high-resolution measurements. Therefore, the poor quality samples in the measured data were removed using SNR $<15 \mathrm{db}$ and correlation coefficient $<70 \%$ conditions.


Figure 4. Velocity measurements grid: (a) Plan-view; (b) Side-view.

## 3. Results and Discussion

Figure 5 presents the non-dimensional velocity distributions for the non-vegetated case along the vertical direction at different sections of the channel and logarithmic velocity distribution. It could be seen that the streamwise velocity distribution represented the best fitted logarithmic regression line for the non-vegetated case. The logarithmic line was obtained by using the law [21] for rough boundaries, which is

$$
\begin{equation*}
\frac{u}{u_{*}}=\frac{1}{\mathrm{~K}} \ln \left(\frac{30 z}{k_{s}}\right) \tag{3}
\end{equation*}
$$

where $u$ is streamwise point velocity; $u_{*}$ is local shear velocity; $\kappa$ is von Karman's constant; $z$ is distance from the measurement point to the bed; and $k_{s}$ is the Nikuradse equivalent bed roughness. Velocity profiles, which were plotted on semi-logarithmic paper, fitted the logarithmic law display as a constant gradient [22,23].

Figure 6 presents an example of a measured velocity for non-vegetated case (Figure 6a) and spectral distribution (Figure 6b) for $h_{v 2}=0.10 \mathrm{~m}$ at X13Y3Z2. This point corresponds to the wake region of the vegetated layer. Velocity range was chosen as $\pm 0.3 \mathrm{~m} / \mathrm{s}$ with a velocity accuracy of $\pm 1$ in the measurements. A signal-to-noise ratio (SNR) higher than 15 dB is recommended for 25 Hz and higher sample rates, and the typical threshold for data acceptance is a correlation coefficient higher than $70 \%$ for high-resolution measurements [24]. Therefore, the measured data were filtered with Phase-space threshold despiking [25,26] which is the default filter in winADV and poor quality samples were removed using SNR $<15 \mathrm{~dB}$ and correlation coefficient $<70 \%$.


Figure 5. Velocity profiles in semi-logarithmic form for non-vegetated case at different sections of the channel.

In order to explore the distribution of energy in the signal across frequencies, examples of the power spectral densities (PSD) of velocity fluctuations in three directions were plotted in Figure 6b. The spectrum frequency between 0.2 and 0.6 Hz which indicates the scaling subrange is referred to as the production subrange. This range is characterized by a $-3 / 2$ spectral slope [27]. An inertial subrange with a $-5 / 3$ power law between 0.9 and 5 Hz which is in a narrow range was observed. There is transitional subrange between 0.6 and 0.9 Hz which corresponds to transition between the production subrange and the inertial subrange. In the transition subrange, a transformation of the turbulent energy of large scale motion to energy of small scale motion takes place [27]. The PSD has small values at a frequency highger than 5 Hz , which corresponds to the universal equilibrium range. These results are in agreement with results obtained by Meftah and Mossa [27] and Nezu and Onitsuka [28].


Figure 6. Cont.


Figure 6. (a) Measured velocity signal at $\mathrm{X} 13 \mathrm{Y} 3 Z 2$ for non-vegetated case; (b) Spectral distribution at X13Y3Z2 for $h_{v 2}=0.10 \mathrm{~m}$.

Figure 7 shows the non-dimensional streamwise velocity distributions along the vertical direction at different spanwise (Y3, Y9, and Y15) and streamwise (X1, X5, X9, X13, X17, and X25) sections for $h_{v 1}=0.05 \mathrm{~m}$ and $h_{v 2}=0.10 \mathrm{~m}$ with $\phi=0.08$, respectively. Here, Y3, X1, and X5 corresponded to the vegetated area whereas Y9 and X9 corresponded to the edge of the vegetation layer (Figure 4a). Additionally, Y15 was placed in the non-vegetated half of the channel whereas X13, X17, and X25 were placed at the wake region of the vegetated layer (Figure 4a). It was obvious that the vegetation layer decreased velocity both inside the vegetation layer and also in the wake region (Figure 7a). Furthermore, the velocity decreased inside and in the wake region of the vegetation layer while it had the same value as the non-vegetated case downstream of the vegetated area (Figure 7b). Moreover, the velocity increased to remain off the vegetation layer (Figure 7c). This increase occurred at about $20 \%$ for $h_{v 2}$ and $10 \%$ for $h_{v 1}$. Furthermore, the velocity difference increased between the vegetated and non-vegetated cases, which was higher for higher vegetation height even when both cases had the same SVF. The main conclusion from these figures was that the velocity decrease occurred in the wake of the vegetation patch whereas velocity increase, which refers to jet flow, occurred along the unobstructed part of the channel.
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Figure 7. Non-dimensional streamwise velocity distributions along vertical direction at different streamwise sections for both vegetation heights and $\phi=0.08$ : (a) Y3; (b) Y9; (c) Y15.

Yang et al. (2007) [29] studied the flow patterns in a compound channel with vegetated floodplains and used different types of artificial submerged vegetative elements in the experiments distribution on the floodplain. They also found similar velocity distributions for the vegetated flood plain where velocity decreased, and the non-vegetated main channel where velocity increased for compound open-channels.

Figure 8 presents the non-dimensional streamwise velocity distributions at the Y 3 line along the streamwise direction for $h_{v 1}=0.05 \mathrm{~m}$ and $h_{v 2}=0.10 \mathrm{~m}$ with different SVFs. Here, Z2 and Z6 corresponded to the point at the half of the vegetative height, and $Z 4$ and $Z 6$ corresponded to the point over the vegetation layer. It could be seen that low SVF had little effect on the velocity distribution over the vegetation while higher SVF had a large effect, which was an important decrease in velocity distribution inside the vegetation layer for $h_{v 1}=0.05 \mathrm{~m}$. However, with the higher vegetation height $\left(h_{v 2}=0.10 \mathrm{~m}\right)$, the vegetation layer affected the velocity distribution both within and over the vegetation layer. Within the vegetation layer, both SVF values caused a velocity decrease whereas the effect was larger for higher SVF. However, velocity values overlapped to remain off the vegetation layer, especially
in the wake region for $h_{v}=0.05 \mathrm{~m}$ vegetation height. However, this was not observed for higher vegetation height $\left(h_{v 2}=0.10 \mathrm{~m}\right)$. Velocity decrease occurred in about $50 \%$ of the wake region for higher SVF for both vegetation height cases.


Figure 8. Non-dimensional streamwise velocity distributions at Y 3 line along the streamwise direction for different SVFs, (a) $h_{v 1}=0.05 \mathrm{~m}$; (b) $h_{v 2}=0.10 \mathrm{~m}$.

Figures 9 and 10 show the non-dimensional streamwise velocity distributions along the spanwise direction at different sections of the wake region for $z / h_{v}=0.5$ and $z / h_{v}=1.5$, respectively. The figures are for lower vegetation height $\left(h_{v 1}=0.05 \mathrm{~m}\right)$ and different SVFs. It was found that higher SVF decreased the flow velocity more than the lower SVF for outer layer of the vegetation zone (Figure 10). Apart from this, velocity decrease was similar for both SVFs close to the bed (Figure 9). It was also observed that close to the bed $\left(z / h_{v}=0.5\right)$, the velocity decrease continued further out of the vegetated area ( $y / B \cong 0.7$ ). However, the velocity decrease disappeared at the vegetation edge and velocity started to increase over the vegetation layer along the spanwise direction. The effect of SVF over the vegetation layer can be seen remarkably in Figures 9 and 10. The velocity decrease was still present over the vegetation layer, and the effect of vegetation was still present in the other half of the channel. Moreover, the velocity difference was about $0.5-0.6 \mathrm{u}_{\mathrm{m}}$ for both Z 2 and Z 4 between the vegetated and non-vegetated zones of the flow over the cross-section. However, the main difference was that the velocity was higher than the non-vegetated case at about $1.2 \mathrm{u}_{\mathrm{m}}$ for Z 2 where it was about $1.1 \mathrm{u}_{\mathrm{m}}$ for Z 4 at the non-vegetated zone. This gives an idea about the occurrence of jet flow at the non-vegetated zone of the flow. Additionally, a higher SVF caused a higher drag force, which can be clearly seen in Figure 10 where the higher SVF had smaller velocity values at both zones of the flow. Another important feature obtained from Figure 10 was the inflectional velocity profile over the cross-sections, and the velocity profile had a steep shape for higher SVF over the vegetation layer. This type of velocity distribution also implied that jet flow occurred in the non-vegetated half of the channel. This jet flow was present in all parts of the non-vegetated zone, even starting inside the vegetation layer, which was close to the vegetation edge at $z / h_{v}=1.5$ where it started at ( $\mathrm{y} / \mathrm{B} \cong 0.7$ ) close to the bed $\left(z / h_{v}=0.5\right)$. Nezu and Onitsuka (2001) [28] performed measurements on partly vegetated open-channel flows and also found similar results over the cross-section. The difference of this study is that the results were given for the wake region. Ikeda et al. [30,31] demonstrated that this type velocity profile showed a generation of coherent horizontal vortex due to an inflectional instability.


Figure 9. Non-dimensional streamwise velocity distributions along the spanwise direction at $z / h_{v}=0.5$ for $h_{v}=0.05 \mathrm{~m}$ and different SVFs; (a) X17; (b) X25.


Figure 10. Non-dimensional streamwise velocity distributions along the spanwise direction at $z / h_{v}=1.5$ for $h_{v}=0.05 \mathrm{~m}$ and different SVFs; (a) X17; (b) X25.

Figures 11 and 12 show the non-dimensional streamwise velocity distributions along the spanwise direction at different streamwise sections for $z / h_{v}=0.5$ and $z / h_{v}=1.25$, respectively. The figures are for higher vegetation height ( $h_{v}=0.10 \mathrm{~m}$ ) and different SVFs. Figure 11 presents the velocity distribution close to the bed, which was within the vegetation layer, and the velocity distribution here showed similar behavior to the velocity distribution over the vegetation layer for lower vegetation height. Still, there was a steeper inflectional velocity distribution for higher SVF. However, here there was an important difference from lower vegetation height. The difference was that in the non-vegetated zone of the channel, the velocity values were higher for higher SVF than the lower SVF. Moreover, the velocity difference was about $0.7-0.8 u_{m}$ for lower SVF where it was 1.0-1.1 $u_{m}$ for higher SVF at both Z3 and a Z6 between the vegetated and non-vegetated zones of the flow over the cross-section. Another important result was that the velocity increase ratio was almost the same for both SVF at the non-vegetated zone where the velocity decrease ratio was higher for higher SVF in the vegetated zone, which was about $0.2 \mathrm{u}_{\mathrm{m}}$. The other difference was that the velocity increase started at the junction between the vegetated and non-vegetated zones for higher SVF and at the non-vegetated zone, which was about $\mathrm{y} / \mathrm{B} \sim 0.7$ for lower SVF.


Figure 11. Non-dimensional streamwise velocity distributions along the spanwise direction at $z / h_{v}=0.5$ for $h_{v}=0.1 \mathrm{~m}$ and different SVFs; (a) X17; (b) X25.


Figure 12. Non-dimensional streamwise velocity distributions along the spanwise direction at $z / h_{v}=1.25$ for $h_{v}=0.1 \mathrm{~m}$ and different SVFs; (a) X17; (b) X25.

Meftah et al. [32] studied on flow patterns in partly obstructed channel. They used a rigid emergent vegetation layer to illustrate the obstruction in the channel. Density of the vegetated area was given as $n=400$ cylinders $/ \mathrm{m}^{2}$ in their studies. They performed mid-depth velocity measurements using ADV in the experiments. They stated that the flow properties depend on contraction ratio $\left(\mathrm{C}_{\mathrm{r}}\right)$ which is the ratio of the width of the obstructed area to the width of the unobstructed area. The results they obtained in the unobstructed area near the obstructed area and our results in the wake region of vegetation layer (data in Figure 11 where data correspond to the mid-depth of the vegetation layer) were plotted in Figure 13. Here, R1, R2, R3 and R4 correspond to $C_{r}=3.21, C_{r}=1.05, C_{r}=0.36$ and $C_{r}=0.16$, respectively. The contraction ratio was $C_{r}=0.94$ in our study. In Figure 13, $y^{\prime}$ starts at the
edge of the vegetation layer and $B_{n v}$ is the width of the non-vegetated part. Velocity values near the edge are higher than Meftah et al. [32]'s velocity values. This is because our data were obtained in the wake region of the vegetation layer. Another important point was that an increasing velocity trendline occurred between $\mathrm{y}^{\prime} / \mathrm{B}_{\mathrm{nv}}=0$ and $\mathrm{y}^{\prime} / \mathrm{B}_{\mathrm{nv}}=0.5$ and the horizontal velocity trendline started at $y^{\prime} / B_{n v}=0.5$ for both of the studies. The horizontal velocity trendline of this study corresponds to R3 which has $C_{r}=0.36$ contraction ratio.


Figure 13. Transversal profiles of non-dimensional velocity distributions versus $y / B_{n v}$.

Figures 14 and 15 show the non-dimensional vertical velocity distributions at the top edge of the vegetation layer along the streamwise direction for $h_{v 1}=0.05 \mathrm{~m}$ and $h_{v 2}=0.1 \mathrm{~m}$, respectively. Here, Y5, Y9, and Y13 corresponded to inside the vegetation layer, edge of the vegetation layer, and non-vegetated half part of the channel in spanwise direction, respectively. Vertical velocity had positive values in the non-vegetated half of the channel for all cases and had higher values for higher SVF $(\phi=0.08)$ than lower SVF $(\phi=0.01)$. Apart from this, the vertical velocity distribution showed different behavior for different SVFs at the vegetation layer. It had negative values along the streamwise direction for lower SVF $(\phi=0.01)$. Additionally, vertical velocity was positive in the vegetated layer and negative in the wake region of the vegetated layer and different from zero for higher SVFs in the vegetation layer.


Figure 14. Non-dimensional vertical velocity distributions along the streamwise direction at $z / h_{v}=1$ for $h_{v}=0.05 \mathrm{~m} ;(\mathbf{a}) \phi=0.01 ;(\mathbf{b}) \phi=0.08$.


Figure 15. Non-dimensional vertical velocity distributions along the streamwise direction at $z / h_{v}=1$ for $h_{v}=0.1 \mathrm{~m} ;$ (a) $\phi=0.01$; (b) $\phi=0.08$.

In Figure 16, the non-dimensional Reynolds Stresses $\left(u^{\prime} w^{\prime}\right)$ at the top edge of the vegetation layer along the Y5 section are shown for all cases. It was evident that higher vegetation SVF caused higher Reynolds Stress, which was significant for higher vegetation height. The Reynolds Stress ( $u^{\prime} w^{\prime}$ ) showed a decreasing trend along the wake region for all cases. This result was consistent with the fact that canopies with $\lambda=a h \geq 0.1$ provided sufficient resistance to generate the vegetation shear layer downstream of the patch (see [33]).


Figure 16. Non-dimensional Reynolds stresses along Y5 section for all cases; (a) $h_{v}=0.05 \mathrm{~m}$; (b) $h_{v}=0.1 \mathrm{~m}$.

White and $\operatorname{Nepf}$ (2007) [19] found that the peak of the turbulence intensity in the vegetation layer occurred in the vicinity of the junction between the vegetated and unvegetated parts of the channel at the partially obstructed channels. Here, the effects of vegetation height on the Reynolds stresses $\left(u^{\prime} w^{\prime}\right)$ inside the vegetation and at the wake region were also investigated. For this purpose, the Reynolds stresses at the top edge of the vegetation at two different spanwise directions for denser cases were plotted (Figure 17). In Figure 17, X5 and X19 correspond to inside of the vegetation layer and the wake region of it, respectively. It was observed that in both sections, a higher vegetation layer caused higher shear stress at the top of the vegetation layer. The other important result was that vegetation affected the non-vegetated half of the channel until some point at X5 (Figure 17a). However, the vegetation did not affect the non-vegetated half of the channel in the wake region (Figure 17b).


Figure 17. Non-dimensional Reynolds stresses distribution at the top edge of the vegetation layer along the spanwise direction; (a) X5; (b) X19.

## 4. Conclusions

In this study, the effect of a finite-length vegetation patch placed across half of the channel on the flow structure was examined. The study mainly focused on the wake region of the vegetative patch. For this purpose, an experimental study with different submergence ratios and SVFs was carried out.

It was observed that the vegetation layer decreased velocity both inside the vegetation layer and also in the wake region. Additionally, the velocity difference increased between the vegetated and non-vegetated cases, which was higher for higher vegetation height even when both cases had the same SVF. Different vegetation heights affected the velocity distribution in a different way, for example, low SVF had little effect on the velocity distribution over the vegetation layer while higher SVF had a large effect, which was an important decrease in the velocity distribution along the cross-section of the channel for $h_{v 1}=0.05 \mathrm{~m}$ vegetation height. However, with the higher vegetation height $\left(h_{v 2}=0.10 \mathrm{~m}\right)$, the vegetation layer affected the velocity distribution both within and over the vegetation layer. The velocity distribution over the cross-sections had inflectional velocity distribution for both vegetation heights. This type of velocity distribution implied that jet flow occurred in the non-vegetated half of the channel.

In addition, the vertical velocity distribution was also examined, and it was found that different behaviors for different SVFs were present at the vegetation layer. Moreover, vertical velocity was positive in the vegetated layer and negative in the wake region of vegetated layer.

Furthermore, the Reynolds Stress $\left(u^{\prime} w^{\prime}\right)$ distribution was also investigated. It was demonstrated that higher SVF caused higher Reynolds stresses, which was significant for higher vegetation height at the edge of the vegetation layer. The Reynolds Stresses $\left(u^{\prime} w^{\prime}\right)$ also displayed a decreasing trend along the wake region for all cases.
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#### Abstract

Vegetation plays a pivotal role in fluvial and coastal flows, affecting their structure and turbulence, thus having a strong impact on the processes of transport and diffusion of nutrients and sediments, as well as on ecosystems and habitats. In the present experimental study, the attenuation of regular waves propagating in a channel through flexible vegetation is investigated. Specifically, artificial plants mimicking Spartina maritima are considered. Different plant densities and arrangements are tested, as well as different submergence ratios. Measurements of wave characteristics by six wave gauges, distributed all along the vegetated stretch, allow us to estimate the wave energy dissipation. The flow resistance opposed by vegetation is inferred by considering that drag and dissipation coefficients are strictly related. The submergence ratio and the stem density, rather than the wave characteristics, affect the drag coefficient the most. A comparison with the results obtained in the case when the same vegetation is placed in a uniform flow is also shown. It confirms that the drag coefficient for the canopy is lower than for an isolated cylinder, even if the reduction is not affected by the stem density, underlining that flow unsteadiness might be crucial in the process of dissipation.
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## 1. Introduction

Coastal wetlands and saltmarshes are fundamental for sustaining ecosystems and preserving coasts from erosion and flooding due to storm surge and waves [1-3]. In the last century a widespread reduction in these areas has been observed in countries where short-sighted human activities and an increase of the sea level have strongly affected the morphodynamic equilibrium of intertidal environments [4,5]. Since that vegetation plays a fundamental role in the preservation and restoration of this habitat by controlling the coastal hydrodynamics, an effective strategy to counteract this trend is to promote the development of alophyte plants in wetlands. In particular, vegetation attenuates the action of waves, slows down the flow, and promotes diffusion and deposition processes [6-10]. Accordingly, it (i) enhances particle removal and water quality [11-13]; (ii) positively affects the hydrochory and nautochory of seeds and organic matter [14-17]; (iii) reduces sediment erosion and resuspension, while enhancing sediment deposition [18-20]; and (iv) creates preferred paths for tracers' dissipation processes [21-23].

This is one of the main reasons for investigations of the interaction between vegetation and flow. Wave attenuation has been widely investigated in controlled laboratory experiments, where vegetation has often been mimicked by rigid dowels or artificial plants [24-29], as well as in field observations, where it has been limited to cross-shore transects. [30-33]. Despite the large amounts of theoretical and experimental results available in the literature, the interaction of waves with a vegetated canopy
still deserves further study. In particular, the drag coefficient, which represents/includes the impact of several phenomena such as sheltering, bed interaction, and non-uniform velocity distribution [34], needs to be assessed.

Wave attenuation resulting from wave-vegetation interaction depends on hydrodynamic conditions such as the incident wave height and period, and water depth, as well as on plant properties such as impact area, density, and flexibility. Many studies focused on different species of plants commonly diffused on saltmarshes and along coastal environments, in order to quantify the plant-specific attenuation of the waves, e.g., Laminaria hyberborea, Spartina alternifora, and Macrocystis pyrifera [35-37]. Although Spartina maritima is a common grass in wetlands and saltmarshes [38,39], only a few experimental studies have considered this type of vegetation [40].

The present work describes and discusses the results of an experimental investigation aimed at studying the flow resistance and wave attenuation capability of Spartina maritima. Experiments are carried out in the laboratory under controlled wave conditions; plastic plants mimicking Spartina maritima are arranged on the bottom of the wave-flume and experiments consider either emergent or submerged canopy, as well as different plant density. In order to compare and relate resistance characteristics induced by vegetation (e.g., the drag coefficient) under wave and steady flow conditions, additional experiments are performed in steady flow conditions using the same plastic plants, with varying density.

## 2. Materials and Methods

### 2.1. Experimental Setup

To investigate the wave attenuation induced by Spartina maritima, experiments are carried out in a wave flume 35.0 m long, 1.0 m wide, and 1.3 m deep; an $H R$ Wallingford paddle generates monochromatic waves. At the opposite end of the flume, a wave absorber damps incident waves (see Figure 1). The wave absorber is made of a sloping (1:3) porous metal plate, covered with a needle-punched geogrid, which ensures, in the present experiments, a reflection coefficient smaller than $10 \%$.


Figure 1. Scheme of the wave apparatus setup. Distances are in meters.

Fifteen meters downstream of the wave generator, a 16 m long false plane bottom houses the vegetation canopy; the 4 m long reach occupied by vegetation starts 8 m downstream from the upstream edge of the false plane. The artificial plants are inserted in adjacent PVC panels, which are drilled in order to fix the main stem of the plant into holes that are equally spaced 4 cm apart both longitudinally and transversally (see Figure 2a).


Figure 2. Vegetation used in the experiments. (a) Plant housing into a drilled PVC panel; (b) comparison between silicone plant (left) and Spartina maritima harvested in the Venice Lagoon (right).

The artificial plants chosen for mimicking the real Spartina maritima are the same used in other studies aimed at investigating the transport and diffusion of floating seeds in partially emerged saltmarsh vegetation [41,42]. They are plastic plants 15 cm high, with $n_{s}=120$ stems having a diameter, d, of approximately 2.0 mm . Real Spartina is compared to the present artificial plants in Figure 2b.

Six wave gauges measure the free surface oscillation in the flume at 20 Hz sampling rate. Five probes are placed at $0.00 \mathrm{~m}, 0.66 \mathrm{~m}, 1.32 \mathrm{~m}, 2.66 \mathrm{~m}$ and 4.00 m from the beginning of the vegetated area, and they recorded the wave attenuation along the canopy, whilst the sixth probe, located 1.5 m upstream of the vegetation field, recorded the approaching wave height, $H_{0}$ (see Figure 1).

Two series of tests are performed. In the first series, waves attenuation is recorded considering four scenarios characterized by different plant configurations with densities $n_{p}=43.75,84.5,156.25$ and 312.5 plant $/ \mathrm{m}^{2}$, arranged as in Figure 3. For each plant configuration, experiments are performed at five water depths, namely $h=10,15,20,25$, and 30 cm . The wave period, $T$, ranges between 0.7 and 1.4 s and the wave height, $H_{0}$, is selected so that the slope $H_{0} / L$ (with $L$ the wave length) ranges between 0.01 and 0.09. The hydrodynamic conditions are summarized in Table 1.


Figure 3. Plants distribution for the four tested configurations: (a) plants density $n_{p}=43.75$ plant $/ \mathrm{m}^{2}$; (b) plants density $n_{p}=84.5$ plant $/ \mathrm{m}^{2}$; (c) plants density $n_{p}=156.25$ plant $/ \mathrm{m}^{2}$; and (d) plants density $n_{p}=312.5$ plant $/ \mathrm{m}^{2}$.

In the second series of experiments, the configuration having the greatest vegetation density, i.e., $n_{p}=312.5$ plant $/ \mathrm{m}^{2}$ is investigated in depth. For each of the water depths listed above, nine wave conditions, resulting from the combination of 3 wave periods, $T=0.8,1.0$ and 1.2 s , and three wave slopes, $H_{0} / L=0.03,0.05$ and 0.08 , are investigated (for details see Table 1).

Table 1. Summary of the tests in wave condition.

| Series 1 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{p}$ <br> $\left(\right.$ plant $\left./ \mathrm{m}^{2}\right)$ | $n$ <br> $\left(\right.$ stem $\left./ \mathrm{m}^{2}\right)$ | $h$ <br> $(\mathrm{~cm})$ | $T$ <br> $(\mathrm{~s})$ | $H_{0} / \mathrm{L}$ |  |  |  |  |
| 43.75 | 5250 |  |  |  |  |  |  |  |
| 84.50 | 10,140 | $10 \div 30$ | $0.7 \div 1.4$ | $0.01 \div 0.09$ |  |  |  |  |
| 156.25 | 18,750 |  |  |  |  |  |  |  |
| 312.50 | 37,500 | Series 2 |  |  |  |  |  |  |
|  |  |  |  |  |  | $10 \div 30$ | $0.8 ; 1.0 ; 1.2$ | $0.03 ; 0.05 ; 0.08$ |

In order to compare and relate resistance characteristics induced by vegetation under wave and in steady flow conditions, additional experiments are performed in uniform flow condition (UF experiment). These tests are carried out in a 6.0 m long, 0.3 m wide, and 0.5 m high tilting flume, in which the same plastic plants are arranged over a 3 m long reach. To ensure uniform flow conditions, a magnetic flowmeter accurately measures the bulk flow rate, and constant water depth is achieved by adjusting the bottom slope and a downstream weir.

Four different plant arrangements are investigated, with $n_{p}$ equal to $78.125,156.25,312.5$, and 625 plant $/ \mathrm{m}^{2}$, respectively (see Figure 4). The bulk flow velocity is approximately $6.7 \mathrm{~cm} / \mathrm{s}$ in all experiments, whereas, for each plant density, three water depths are considered, i.e., $h=5 \mathrm{~cm}$, 10 cm , and 15 cm (Table 2). This means that the UF experiment investigate the behavior of flexible emergent vegetation $\left(l_{s} \geq h\right)$.


Figure 4. Plants distribution for the uniform flow tests: (a) plants density $n_{p}=78.125$ plant $/ \mathrm{m}^{2}$; (b) plants density $n_{p}=156.25$ plant $/ \mathrm{m}^{2}$; (c) plants density $n_{p}=312.5$ plant $/ \mathrm{m}^{2}$; and (d) plants density $n_{p}=625$ plant $/ \mathrm{m}^{2}$.

Table 2. Summary of the tests in uniform flow condition.

| Uniform Flow Test |  |  |  |
| :---: | :---: | :---: | :---: |
| $n_{p}$ | $n$ | $h$ | $T$ |
| $\left(\right.$ plant $\left./ \mathrm{m}^{2}\right)$ | $\left(\mathrm{stem} / \mathrm{m}^{2}\right)$ | $(\mathrm{cm})$ | $(\mathrm{s})$ |
| 78.125 | 9375 |  |  |
| 156.25 | 18,750 | $5 ; 10: 15$ | $\sim 6.7$ |
| 312.50 | 37,500 |  |  |
| 625.00 | 75,000 |  |  |

### 2.2. The Theoretical Model

The energy of waves propagating through and over vegetation is dissipated due to the action of waves on vegetation [24,26,27]. The general form of the energy conservation equation is

$$
\begin{equation*}
\frac{\partial E c_{g}}{\partial x}=-\varepsilon_{v} \tag{1}
\end{equation*}
$$

where $E$ is the wave energy, $c_{g}$ is the wave group velocity and $\varepsilon_{v}$ is the time-averaged rate of energy dissipation per unit length induced by vegetation.

On assuming $c_{g}$ to be constant and recalling that $E=\rho g H^{2} / 8$, with $\rho$ the water density, $g$ the gravity, and $H$ the wave height, the above equation can be rewritten as

$$
\begin{equation*}
\frac{\partial H^{2}}{\partial x}=-\frac{8 \varepsilon_{v}}{\rho g c_{g}} \tag{2}
\end{equation*}
$$

The dissipation rate $\varepsilon_{v}$ is commonly estimated assuming the linear wave theory $[6,26,29]$. Mendez and Losada [26] obtained the following expression for $\varepsilon_{v}$ :

$$
\begin{equation*}
\varepsilon_{v}=\frac{2}{3 \pi} \rho C_{D} d n\left(\frac{k g}{2 \sigma}\right)^{3} \frac{\sinh ^{3}\left(k l_{s}^{*}\right)+3 \sinh \left(k l_{s}^{*}\right)}{3 k \cosh ^{3}(k h)} H^{3} \tag{3}
\end{equation*}
$$

where $C_{D}$ is the drag coefficient of the single stem, $l_{s}^{*}$ is the submerged stem height that is equal to $l_{s}$ in submerged condition (i.e., $l_{s} / h \leq 1$ ), and to $h$ in emergent conditions (i.e., $l_{s} / h>1$ ), and $n=n_{p} n_{s}$ is the average stems density, i.e., number of stems per unit area, $k=2 \pi / L$ is the wave number, and $\sigma=2 \pi / T$ is the angular frequency.

In the present experiments all the parameters of Equation (3) are assumed to be constant, hence Equation (2) has the following analytical solution:

$$
\begin{equation*}
H=\frac{H_{0}}{1+\frac{K_{v}}{2} x} \tag{4}
\end{equation*}
$$

where $H_{0}$ is the incident wave height at $x=0$, corresponding to the upstream cross section of the vegetated reach, and $K_{v}$ is the dissipation coefficient due to the vegetation

$$
\begin{equation*}
K_{v}=\frac{8}{9 \pi} C_{D} d n k \frac{\sinh ^{3}\left(k l_{s}^{*}\right)+3 \sinh \left(k l_{s}^{*}\right)}{\sinh (k h)[\sinh (2 k h)+2 k h]} H_{0} \tag{5}
\end{equation*}
$$

Alternatively, Kobayashi et al. [6] proposed to linearize the energy equation by approximating $H^{3} \cong H^{2} H_{0}$ in Equation (3). With this assumption, the wave height decreases exponentially, as follows:

$$
\begin{equation*}
H=H_{0} e^{-\frac{K_{v}}{2} x} \tag{6}
\end{equation*}
$$

Both hyperbolic and exponential models, expressed by Equations (4) and (6) respectively, are commonly adopted in the literature to describe the wave attenuation in the presence of vegetation. Nevertheless, the results of the present investigations clearly show that the linearized solution fits the experimental results better.

The drag coefficient, $C_{D}$, is the only unknown of the problem, hence it can be inferred from experimental data. Specifically, in the present experiments, $K_{v}$ is estimated by minimizing the difference between observed and expected wave attenuation according to Equation (6), Then, $C_{D}$ is estimated from Equation (5).

In the literature, the drag coefficient $C_{D}$ is expressed as a function of either the Reynolds number, $R e$, or the Keulegan-Carpenter number, $K C$. The stem Reynolds number is

$$
\begin{equation*}
R e=\frac{u_{c} d}{v} \tag{7}
\end{equation*}
$$

where $v$ is the water kinematic viscosity and $u_{c}$ is the horizontal velocity amplitude averaged over the stem height, which can be approximated by the velocity at the top of the canopy, when $k l_{s}^{*}$ is relatively small, i.e.,

$$
\begin{equation*}
u_{c}=\frac{k g H_{0}}{2 \sigma} \frac{\cosh \left(k l_{s}^{*}\right)}{\cosh (k h)} \tag{8}
\end{equation*}
$$

$u_{c}$ is representative of the velocity magnitude acting on the stem, notwithstanding it is approximately the actual velocity at the top of the canopy, since the vertical velocity profile with submerged vegetation can differ quite a bit from the profile predicted by the linear wave theory [43].

The Keulegan-Carpenter number, also called the period number, is:

$$
\begin{equation*}
K C=\frac{u_{c} T}{d} \tag{9}
\end{equation*}
$$

Most experimental studies express the drag coefficient as a power law of either $R e$ or $K C$ :

$$
\begin{equation*}
C_{D}=\alpha_{R e} \cdot R e^{-\beta_{R e}} \quad, \quad C_{D}=\alpha_{K C} \cdot K C^{-\beta_{K C}} \tag{10}
\end{equation*}
$$

where $\alpha_{i}$ and $\beta_{i}$ are calibration coefficients.
In the case of vegetated uniform flow, the literature provides many bulk expressions to estimate the drag coefficient, which are based on experimental, theoretical, and computational investigations [25,44-46].

Among the many available models, the simple model created by Nepf [25] for the case of a dense array of emergent rigid cylinders provides reasonable and effective results [46,47]. Therefore, this approach is used in the present study for the estimation of $C_{D}$ in the uniform flow experiments. The force balance in the flow direction is

$$
\begin{equation*}
\frac{\tau_{b}}{\rho}+\frac{1}{2} C_{D} n d^{2} \frac{l_{s}^{*}}{d} U^{2}=g h \frac{\partial h}{\partial x} \tag{11}
\end{equation*}
$$

where $\tau_{b}$ is the bed shear stress and $U$ is the flow velocity averaged over the stem height. In the present case, the stem density is very high and drag resistance turns out to be much greater than bed shear stress; accordingly, $\tau_{b}$ is neglected in Equation (11). In addition, only the emergent vegetation condition is investigated, so that $U$ is the bulk flow velocity. The choice to perform the UF experiment with only emergent vegetation is essentially due to the large variability of flow velocity in the vertical direction when the vegetation is submerged [48,49]. This aspect is not taken into due account by the $C_{D}$ formulation in Equation (11).

The calibration approach used by Mendez and Losada [26] has been chosen for processing the data to obtain $C_{D}$. Based on the calibration approach, the experimental value of $C_{D}$ is estimated from the reduced wave height, which reflects the dissipation of wave energy, using Equations (5) and (6).

## 3. Results and Discussion

Figure 5 shows an example of wave attenuation when the vegetation density is $n_{p}=312.5$ plant $/ \mathrm{m}^{2}$, and the wave period and slope are $T=1 \mathrm{~s}$ and $H_{0} / L=0.08$. The attenuation depends on the ratio between vegetation height and water depth, $l_{s} / h$. Since most energy dissipation occurs in the lower part of the water column obstructed by the stems, the capability of damping turns out to be inversely related to the degree of plant submersion. The overall reduction of $H$ over the 4 m of Spartina for $l_{s} / h=1.5$, i.e., for partially emergent condition, is nearly $90 \%$ whereas, for $l_{s} / h=0.5$, i.e., for submerged conditions, the reduction is smaller than $50 \%$.


Figure 5. Wave height $H$ along the vegetated reach when density is $n_{p}=312.5 \mathrm{plant} / \mathrm{m}^{2}$ and the relative vegetation height is in the range $0.5 \leq l_{s} / h \leq 1.5$. Wave period and slope are $T=1 \mathrm{~s}$ and $H_{0} / L$ $=0.08$. Circles denote the experimental data, dashed line are the modeled wave attenuation either with (a) the exponential model given by Equation (6); or (b) the hyperbolic model given by Equation (4).

Figure 5a,b show the experimental data fitted by the exponential law (6) and by the hyperbolic law (4), respectively. The root mean square error due to the hyperbolic law, $R M S E$, is 3.2 mm , while a smaller $R M S E=1.7 \mathrm{~mm}$ is estimated for the exponential law. The comparison between predicted and measured wave height clearly shows that the exponential law better fits the data. For this reason, the exponential model of wave height attenuation is used in the following discussion.

Also, the stem density, $n$, controls wave attenuation, as indicated by Equation (5). Figure 6 shows the estimated coefficient $K_{v}$ as a function of $n$. Here, $K_{v}$ values are the average of all the runs having the same stem density and relative vegetation height, $l_{s} / h$. Interestingly, Figure 6 shows that $K_{v}$ increases less than linearly with $n$, in spite of what was indicated by Equation (5); this important point is discussed later in the text.


Figure 6. Coefficient of dissipation, $K_{v}$, as a function of stem density, $n$. Average $K_{v}$ are computed for $l_{s} / h=1.5$ (blue circles), $l_{s} / h=1.0$ (red circles), $l_{s} / h=0.75$ (green circles), and $l_{s} / h=0.5$ (orange circles). Bars show the range of variability of $K_{v}$ in the present experiments.

The estimated values for $K_{v}$ are used, with Equation (5), to estimate the stem drag coefficient, $C_{D}$. The latter is shown in Figure 7 as a function of the Reynolds number, $R e$, and the Keulegan-Carpenter number, $K C$. The stem drag coefficient reduces with $R e$ as well as with $K C$ increasing, and can be fitted to the following empirical formulas:

$$
\begin{align*}
C_{D} & =35.6 \cdot R e^{-0.78}  \tag{12}\\
C_{D} & =6.5 \cdot K C^{-0.64} \tag{13}
\end{align*}
$$

A sensitivity analysis is carried out considering the error due to the measure of the water depth, $h$. Such variation has been estimated at $\pm 0.1 \mathrm{~cm}$ and slightly affects the $C_{D} \mathrm{~s}$, whose maximum variation is about $\pm 2 \%$ in the tests performed with the minimum water depth (i.e., $h=10 \mathrm{~cm}$ ).

The coefficients of determination for Equations (12) and (13) are $R^{2}=0.68$ and 0.59 , respectively; hence the regression of computed $C_{D}$ provides a better correlation with $R e$ compared to $K C$. However, given the observed scatter of data, the above relationships cannot be used to safely estimate the drag coefficient.

There are two main reasons for this low accuracy. Firstly, the exact definition of the plant impact area per unit of height. This length is the cylinder diameter when the vegetation is simulated by rigid dowels. In the case of Spartina maritima, which is a porous barrier to the flow where stems can overlap each other, forming a net-like structure [41,42], it is only approximatively equal to the stem diameter. Secondly, the parameter $C_{D}$ considers all the effects that contribute to the overall dissipation
process, so a single contribution cannot be distinguished, e.g., the extended wake zone within the stems' array [50-52] and stem flexibility [53].

In order to improve the correlation between the measured and predicted $C_{D}$ values, Mendez and Losada [26] suggest replacing $K C$ in Equation (13) with a modified Keulegan-Carpenter number, i.e., $Q_{K C}=K C /\left(l_{s} / h\right)^{0.76}$, which accounts for the impact of submergence. Anderson and Smith [29] extended the same correction to Equation (12) by replacing Re with $Q_{R e}=\operatorname{Re} /\left(l_{s} / h\right)^{1.5}$. Close inspection of Figure 7 shows that both these corrections, applied to the present results, are ineffective.

In the present case, some improvement in the estimation of the drag coefficient is achieved by considering the impact of stem density, $n$. In Figure 8, the estimated drag coefficient, $C_{D}$, is distinguished for each class of relative stem density, $n d^{2}$, and, for each density, the experimental data are fitted by Equation (10). The relatively high values of the coefficients of determination $\left(R^{2}>0.90\right)$ confirm the overall significant improvement. This result proves that the drag experienced by each single stem reduces with increasing dimensionless density $n d^{2}$, i.e., with increasing $n$ in the present experiments. This causes the coefficient $K_{v}$ to increase less than linearly, as noted above (see Figure 6).


Figure 7. Drag coefficient, $C_{D}$, versus Reynolds number, $R e$, (panel (a)) and Keulegan-Carpenter number, $K C$, (panel (b)). The solid black line represents the regression of experimental data (circles) according to Equation (10).


Figure 8. Predicted drag coefficient, $C_{D}$, versus Reynolds number, $R e$, (panel (a)) and Keulegan-Carpenter number, $K C$, (panel (b)) for the four stem densities. The table in the insets gives the coefficients $\alpha$ and $\beta$ to be used in Equation (10).

It is worth noting that the exponent $\beta$ slightly varies with $n d^{2}$, since it ranges between 0.79 and 0.86 for $C_{D}=C_{D}(R e)$ and between 0.71 and 0.81 for $C_{D}=C_{D}(K C)$. On the contrary, the coefficient $\alpha$ significantly reduces when $n d^{2}$ increases (see the coefficient values reported in Figure 8). By forcing $\beta_{i}$ to be constant, the following empirical formulas are found:

$$
\begin{align*}
& C_{D}=\frac{12.0}{\sqrt{n d^{2}}} \cdot R e^{-0.80}  \tag{14}\\
& C_{D}=\frac{4.0}{\sqrt{n d^{2}}} \cdot K C^{-0.80} \tag{15}
\end{align*}
$$

Figure 9 shows the comparison between the measured drag coefficient and that computed by Equation (14) (panel a) and Equation (15) (panel b). The data are well arranged along the line of perfect agreement, demonstrating that the proposed formulas can explain the measured values well.


Figure 9. Predicted versus experimental drag coefficient, $C_{D}$; given by Equation (14) (panel (a)) and by Equation (15) (panel (b)). Solid black line indicates perfect agreement between the data and the empirical formulas.

A relevant observation is that the stem drag coefficient in the present experiments is much smaller than the drag coefficient for an isolated cylinder under uniform flow conditions (by approximately one order of magnitude). This is not a new result (see, e.g., [54]), but the reasons for these small $C_{D}$ s are not yet well understood. The observed large drag reduction can be ascribed to either wave flow unsteadiness and/or the relatively high stem density, as observed above, so that wakes interaction dramatically affects $C_{D}$ values [54].

To investigate this circumstance in more depth, we use the results of the experiments performed with uniform flow conditions.

Figure 10 shows the drag coefficient estimated with Equation (11), as it varies with the dimensionless density $n d^{2}$. The drag coefficient $C_{D}$ of a smooth isolated cylinder is affected by the wake structure, and depends only on $R e$, according to many empirical expressions [55]. For the case of a cylinder array, the downstream elements experience lower impact velocity due to the velocity reduction in the wake of the upstream cylinders; hence, the drag coefficient also depends on cylinder spacing and arrangement. Consequently, the downstream cylinders experience reduced drag. This sheltering effect occurs when the average spacing of the cylinders in the array is relatively small [44]. Consistently, Nepf [25] observed that the bulk drag coefficient remains approximately constant up to values of dimensionless density $n d^{2} \cong 0.01$ and then decreases with increasing array density for both random and staggered arrangements; for $n d^{2}=0.1-0.5$, the measured drag coefficient scatters in the range $C_{D}=0.06-0.6$. Consequently the present values of $C_{D}$ are consistent with Nepf's findings. In our UF experiment, values of $C_{D}$ are quite invariant with $n d^{2}$. However, independently of the stem submergence, $C_{D}$ is at a minimum for $n d^{2}=0.075$; this may be due to a slight canalization of the flow promoted by the in-line arrangement of the plants (see Figure 4b). Also, the submergence ratio seems to slightly affect the $C_{D}$ values, perhaps because of the shape of the plants adopted in the tests: their stems gather together in a short basal tuft, thus showing a non-constant impact area along the vertical.


Figure 10. Experimental drag coefficient $C_{D}$ versus dimensionless density $n d^{2}$. Dotted black line shows the drag coefficient predicted by Equation (14) for $R e=135$ in oscillatory flow.

Based on the same artificial vegetation, the comparison between the experimental drag coefficients, one estimated in the presence of waves and the other in uniform flow conditions, could be interesting at this stage. In fact, information derived from both cases could be shared.

The inferred drag coefficients in uniform flow are 4-5 times smaller than the corresponding $C_{D}$ s estimated in wave conditions at the same Reynolds number ( $C_{D} \cong 0.4-1.2$ by Equation (14) for $n d^{2}=0.04-0.3$ and $\left.R e=135\right)$. The smaller $C_{D}$ values in uniform flow, as well as the dependency of $C_{D}$ values on stem density observed in wave conditions, can be ascribed to the hydrodynamic conditions, and, in particular, to the unsteadiness that prevents the wake zone from fully developing in the canopy.

How to relate the drag coefficients to each other in uniform and wave conditions is still an open question that demands specific investigations, the results of which would be useful for building an in-depth understanding of wave attenuation in wetlands, and hence in the controlling of coastal hydrodynamics.

## 4. Conclusions

The present work investigated the resistance to flow of flexible vegetation in waves and in uniform flow conditions. The experiments highlighted the role of stem density in the wave attenuation process; the drag experienced by each single stem is reduced as the density increases, while the overall resistance, and hence wave attenuation, increases when stem density increases. The stem sheltering effect is possibly why the measured drag coefficient, both under wave and uniform flow conditions, is smaller than the $C_{D}$ of an isolated cylinder. Interestingly, the drag coefficient measured under wave conditions has the same order of magnitude as that measured in uniform flow, for a comparable Reynolds number and stem density, although the latter turns out to be a little smaller. This circumstance suggests that it could be possible to share knowledge on the drag coefficient from one field to the other; however, this issue needs to be further investigated, possibly by mimicking the vegetation with rigid dowels, in order to reduce the number of degrees of freedom, such as the vegetation flexibility and the non-constant impact area along the vertical.

Both Reynolds ( $R e$ ) and Keulegan-Carpenter ( $K C$ ) numbers are found to suitably collapse the measured drag coefficient; the present experimental conditions were such that $R e$ and KC were substantially related to each other, thus preventing us from understanding which of the two non-dimensional numbers is best suited to describe the variability of the drag coefficient. This point also deserves further, specific investigation.
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#### Abstract

A correct representation of the non-linear interactions between waves and currents is one of the key points when studying the morphological evolution of nearshore environments, in particular close to river mouths or tidal inlets. Undoubtedly, the numerical modelling of similar phenomena can be very complex and computationally demanding, given the size of the domains. In the present paper, a two-dimensional horizontal (2DH) numerical model is applied to investigate the hydrodynamics of a turbulent jet current interacting with frontal waves, preparatory to the study of morphodynamical processes. The purpose is to reproduce accurately the turbulence of the current flow, which develops in both vertical and horizontal planes, even with the simplifications of depth-averaged velocities. Moreover, the bottom shear stress induces a mechanism of dissipation, which acts both on the jet hydrodynamics and on the wave field. Significant attention is given to this process, which turns out to be crucial in shallow waters. The present model, based on classic shallow-water equations and wave action balance, is applied to a literature test. Comparisons with theoretical and numerical outcomes are shown, the latter obtained with a quasi-3D model.
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## 1. Introduction

The morphological evolution of a river delta or a tidal inlet is the result of the interaction between jet-like current dynamics, tides and wind wave-induced processes. Sediment transport mechanisms, resulting from this interaction, have important effects on the equilibrium configurations of the bottom of channels and of the near inlet region. These processes are governed by the non-linear interaction between currents and gravity waves, one of the main focuses of maritime and coastal hydraulic research.

Theoretical and experimental studies on waves propagating with and against a current have been widely conducted [1-4], highlighting the effects on wave kinematics (Doppler effect and changes in the wave number and frequency due to shoaling and refraction) and dynamics (changes in wave steepness and wave-action conservation). In turn, the current field is affected by the mutual interaction, through forces generated by the radiation stress tensor of wave fluctuations and increased bed shear stress. In this regard, the bottom friction coefficient of currents can be enhanced significantly by waves [5-8].

In the nearshore region, characterized by shallower water depth, the interaction between currents and waves with the bottom is one of the main processes that affects the hydrodynamic field.

A river- or tidal-induced current, debouching into the sea, can be regarded as a plane turbulent jet characterized by longitudinal velocity decay and an expansion of its cross section [9]. Several authors have investigated the velocity distribution of a turbulent jet. One of the main contributions is by Abramovich [10], who described the basic principles of a free flow, referring to Prandtl's hypothesis of
free turbulence on the horizontal plane. This theory establishes the form of the similarity function and thus the velocity profile in the jet cross section [11]. Moreover, Öszoy and Ünlüata [12] examined with an analytical approach a turbulent jet, which exits from tidal inlets. They considered several factors: the lateral entrainment, the bathymetric changes and, in particular, the role played by bottom friction. The authors started from widely used depth-averaged equations, thus becoming a reference also for comparison with experimental or numerical results.

Giger et al. [13] and Adami and Milan [14] discussed, from both theoretical and experimental points of view, the effects of bottom friction on the reduction of the longitudinal velocity. They found that this phenomenon had no influence on the crosswise distribution. This outcome is in contrast with the analytical results of Öszoy and Ünlüata [12]. Ismail and Wiegel [15] are the first authors who investigated the behavior of a shallow plane turbulent jet in the presence of opposing surface gravity waves, pointing out the role of the radiation stress components on the flow field.

In nearshore environments, waves have a dominant role that considerably affects the morphodynamics $[16,17]$. It follows that the correct prediction of the wave field is fundamental to a proper estimate of the morphodynamic changes near the coast.

A key aspect in the spectral transformation of waves, as they propagate from deep to shallow water, is the dissipation of wave energy caused by interaction with the bottom. In particular, the friction coefficient has been observed to vary significantly as a function of both the wave Reynolds number and the relative roughness; the expressions proposed for the calculation of the friction coefficient are numerous and different [18], but precise indications on how to apply them are not always provided. These different formulations can be used in similar contexts, but they can give diverse results, both in the wave field and in the bottom shear-stress values, depending on the wave period. In fact, the wave period may not remain constant in the nearshore propagation, in particular if waves interact with currents. The known Doppler effect can be more or less pronounced according to the angle of incidence between waves and current, for instance in the two cases of an ebbing flow from a river mouth or a tidal inlet, and a longshore current. With the period, the relative roughness also changes and, consequently, the amount of wave-energy dissipation in the presence of shallow depths. The particular aspect of the variability of the wave period and the consequent effects on the bottom friction dissipation in the wave-current interaction, has not been previously dealt with.

It is clear at this point that the bottom strongly conditions the non-linear mechanisms of the wave-current interaction, considerably affecting the current and the wave field, and the bottom shear stress, with important effects on the morphological evolution of littorals or river and tidal inlets. The complexity of the phenomenon necessarily requires dedicated numerical modelling able to investigate hydrodynamic and morphodynamic processes involving estuarine and tidal environments.

A numerical approach needs the development of an appropriate model that should be computationally efficient and able to solve complex hydrodynamic interactions with relative simplicity. In tidal and coastal domains, a widely used methodology consists of coupling different modules [19-24]: a hydrodynamic model based on classical shallow water equations with $1 \mathrm{D}, 2 \mathrm{D}$ or a quasi-3D approach and a spectral wave model that reproduces nearshore wave fields, taking into account all the input and dissipation-energy terms.

It has been largely established that two-dimensional horizontal (2DH) models are useful to study the morphological evolution of littorals or nearshore bottoms requiring large domains of application. Moreover, 2DH models can reproduce the observed coastal flow field satisfactorily [22,25].

A quasi-3D model is undoubtedly more complete, but at the same time the improvement in the estimation of vertical eddy viscosity involves a greater computational effort mainly due to the following aspects: the vertical discretization of the domain, which can become demanding in very extensive domains such as coastal or tidal environments, and the calibration process of related parameters. In particular, the last condition is more pronounced when considering the interaction with the vertical profile of wave orbital velocity and radiation stresses, the distribution of which is an on-going debate [26,27]. Furthermore, the logarithmic description of the mean current velocity profile was
experimentally found to be valid also in its interaction with waves [28], confirming the validity of a 2DH approach.

Following these considerations and due to the very good hydrodynamic results obtained in literature, Petti et al. [29] presented and applied an efficient 2DH model to a jet current expanding into a shallow basin in the presence of opposing frontal waves. The authors obtained good agreement with both theoretical and numerical results computed by means of a quasi-3D model [30]. The role played by radiation stress forces and the increasing bottom shear stresses in the wave-current interaction was examined [31]. In particular, near the jet inlet, these two mechanisms seem to have the same effect on the flow field, while at greater distances, the contribution to the decay of the longitudinal current velocity due to bottom shear stress is dominant.

In the present paper and starting from these results, the authors investigate the effects induced by bottom shear stresses on the spectral propagation of the waves against the jet current. As indicated above, the bottom dissipation is crucial to the correct prediction of both the wave kinematics and the flow field. In several applications the choice of spectral wave dissipation is not adequately motivated, and sometimes even omitted. For these reasons, the authors intend to verify how the relative roughness affects the wave characteristics, the current velocities, and the bottom shear stress due to the spatial variability of the relative wave period so as to improve the comprehension of the interaction phenomenon, also in the perspective of a morphodynamic application.

Therefore, different approaches used in the computation of the spectral wave dissipation by bottom friction are examined and compared to each other.

In Section 2 the numerical scheme is briefly presented, and in Section 3 the benchmark test is described. Section 4 reports a discussion of the numerical results obtained.

## 2. Numerical Scheme

In this work, a bidimensional hydrodynamic model has been coupled with the spectral model SWAN (Simulating WAves Nearshore) [32].

The hydrodynamic model solves the classical shallow-water equations:

$$
\begin{equation*}
\frac{\partial \mathbf{U}}{\partial t}+\nabla \cdot[\mathbf{F}, \mathbf{G}]-\nabla \cdot\left[\mathbf{F}_{t}, \mathbf{G}_{t}\right]=\mathbf{S} \tag{1}
\end{equation*}
$$

with:

$$
\begin{gather*}
\mathbf{U}=[h, U h, V h]^{T} ; \mathbf{S}=\left[0,-g h \frac{\partial z_{b}}{\partial x}-\frac{\tau_{m x}}{\rho}+\frac{F_{x}}{\rho},-g h \frac{\partial z_{b}}{\partial y}-\frac{\tau_{m y}}{\rho}+\frac{F_{y}}{\rho}\right]^{T} ;  \tag{2}\\
\mathbf{F}=\left[U h, U^{2} h+\frac{g h^{2}}{2}, U V h\right]^{T} ; \mathbf{F}_{t}=\left[0,2 v_{t} h \frac{\partial U}{\partial x}, v_{t} h\left(\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}\right)\right]^{T} ;  \tag{3}\\
\mathbf{G}=\left[V h, U V h, V^{2} h+\frac{g h^{2}}{2}\right]^{T} ; \mathbf{G}_{t}=\left[0, v_{t} h\left(\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}\right), 2 v_{t} h \frac{\partial V}{\partial y}\right]^{T} \tag{4}
\end{gather*}
$$

$(t, x, y)$ being temporal and horizontal spatial coordinates; $\mathbf{U}$ the variable vector; $(\mathbf{F}, \mathbf{G})$ and $\left(\mathbf{F}_{t}, \mathbf{G}_{t}\right)$ the vectors of advective and turbulent fluxes; and $\mathbf{S}$ the source term vector. Moreover, $h$ is the water depth; $(U, V)$ the mean velocities over the depth in $x$ - and $y$-directions; $g$ the gravity acceleration; $\rho$ the water density; $z_{b}$ the bottom height; and $v_{t}$ the horizontal eddy viscosity coefficient. $\left(F_{x}, F_{y}\right)$ are the forces due to wave radiation stresses, which depend on the radiation stress tensor $S_{i j}$ as:

$$
\begin{equation*}
\left[F_{x}, F_{y}\right]^{T}=-\left[\frac{\partial S_{x x}}{\partial x}+\frac{\partial S_{y x}}{\partial y}, \frac{\partial S_{x y}}{\partial x}+\frac{\partial S_{y y}}{\partial y}\right]^{T} . \tag{5}
\end{equation*}
$$

( $\tau_{m x}, \tau_{m y}$ ) are the components along $x$ and $y$, respectively, of the mean bottom shear stress $\tau_{m}$, due to the interaction of current and wave motion. Among all the theories available in literature which combine their effect, in the present paper the formula proposed by Soulsby [31] has been preferred [33]:

$$
\begin{equation*}
\tau_{m}=\tau_{c}\left[1+1.2\left(\frac{\tau_{w}}{\tau_{c}+\tau_{w}}\right)^{3.2}\right] \tag{6}
\end{equation*}
$$

Here, the stresses due to the current $\tau_{c}$ and to the waves $\tau_{w}$ are evaluated as:

$$
\begin{equation*}
\tau_{c}=\rho \frac{g n^{2}\left[(U h)^{2}+(V h)^{2}\right]}{h^{7 / 3}} ; \tau_{w}=\frac{\rho f_{w} U_{w}^{2}}{2} ; f_{w}=1.39\left(\frac{A}{k_{n} / 30}\right)^{-0.52} ; A=\frac{U_{w} T}{2 \pi} \tag{7}
\end{equation*}
$$

with $n$ the Manning coefficient; $U_{w}$ the maximal bottom orbital velocity; $T$ the relative wave peak period; $A$ the horizontal semi-orbital excursion at the bottom; $k_{n}$ the equivalent roughness length; and $f_{w}$ the wave friction factor [31].

The horizontal eddy viscosity coefficient $v_{t}$ is evaluated by means of a Smagorinsky approach, as:

$$
\begin{equation*}
v_{t}=c_{s}^{2} l_{c}^{2} \sqrt{2\left(\frac{\partial U}{\partial x}\right)^{2}+2\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}\right)^{2}} \tag{8}
\end{equation*}
$$

with $c_{s}$ a numerical coefficient and $l_{c}$ a characteristic length.
The structure of (8) is similar to $v_{t}$ as evaluated following Prandtl's theory, assuming the product $c_{s} \cdot l_{c}$ as the mixing length. In this context, Abramovich [10] found that the mixing length in a free turbulent jet is proportional to the half width of the jet itself $b$, which varies linearly along the longitudinal axis. In this way, $c_{s}$ can be considered as the proportional constant and $l_{c}$ as the half width of the jet. Aiming to adopt a magnitude of $b$, representative of the whole jet field, its value measured at the inlet $b_{0}$ has been chosen. The coefficient $c_{s}$ has been calibrated in previous tests, based on the experiments carried out by Ismail and Wiegel [15], starting from some values proposed by Abramovich. Finally, $c_{s}$ has been assumed equal to 0.2 and $l_{c}$ equal to $b_{0}$.

The numerical integration of Equation (1) is carried out by means of a well-balanced second order accurate finite volume method, based on the Harten-Lax- van Leer-Contact (HLLC) Riemann solver associated with a hydrostatic variable reconstruction that assures the scheme is well balanced also in wet and dry conditions [34-36].

The wave parameters are evaluated through SWAN [32], an open source finite difference model that solves the wave action density balance equation:

$$
\begin{equation*}
\frac{\partial N}{\partial t}+\frac{\partial c_{x} N}{\partial x}+\frac{\partial c_{y} N}{\partial y}+\frac{\partial c_{\vartheta} N}{\partial \vartheta}+\frac{\partial c_{\sigma} N}{\partial \sigma}=\frac{S_{t o t}}{\sigma} \tag{9}
\end{equation*}
$$

where $N$ is the wave action density, defined as $E / \sigma$, and it is preferred over wave energy $E$ since it is conserved in the presence of a current field [3]. The propagation velocities in Cartesian and spectral spaces $\left(c_{x}, c_{y}, c_{\sigma}, c_{\vartheta}\right)$, can be written as:

$$
\begin{gather*}
\left(c_{x}, c_{y}\right)=\frac{d \mathbf{x}}{d t}=\mathbf{c}_{\mathbf{g}}+\mathbf{U}_{\mathbf{c}}=\frac{1}{2}\left[\left(1+\frac{2 k h}{\sinh 2 k h}\right)\right] \frac{\sigma \mathbf{k}}{k^{2}}+\mathbf{U}_{\mathbf{c}}  \tag{10}\\
c_{\sigma}=\frac{\partial \sigma}{\partial t}=\frac{\partial \sigma}{\partial h}\left(\frac{\partial h}{\partial t}+\mathbf{U}_{\mathbf{c}} \cdot \nabla h\right)-c_{g} \mathbf{k} \cdot \frac{\partial \mathbf{U}_{\mathbf{c}}}{s}  \tag{11}\\
c_{\vartheta}=\frac{d \vartheta}{d t}=-\frac{1}{k}\left(\frac{\partial \sigma}{\partial h} \frac{\partial h}{\partial m}+\mathbf{k} \cdot \frac{\partial \mathbf{U}_{\mathbf{c}}}{\partial m}\right) \tag{12}
\end{gather*}
$$

$\sigma$ being the relative radiant frequency; $\vartheta$ the spectral wave direction; $\mathbf{k}$ the wave number vector; $c_{g}$ the wave group velocity vector; $\mathbf{U}_{\mathbf{c}}$ the current velocity vector $(U, V)$; and $(s, m)$ a local system of coordinates, respectively $s$ in the direction $\vartheta$ and $m$ perpendicular to $s . S_{t o t}$, the term on the right side of (9), is the source term that takes into account all physical processes including energy generation by wind, dissipation through whitecapping, bottom friction and depth-induced wave breaking, and wave-wave non-linear transfer.

Equation (9) can also represent phenomena like shoaling or refraction, which are related to non-linear interaction and dissipation during wave propagation in shallow water and in the presence of changing water levels and current fields. Among the theories implemented in SWAN to evaluate the dissipation due to bottom friction, in the present paper the approaches by Collins [37] and Madsen et al. [38] are considered, which express the source term due to bottom friction with the same structure and a linear dependence by a bottom-friction coefficient $C_{f}$. Collins [37] assumes it as constant and equal to 0.015 , while in Madsen et al. [38] $C_{f}$ is a function of a wave friction factor $f_{w M}$ related to the equivalent bottom roughness height:

$$
C_{f}=\frac{f_{w M}}{\sqrt{2}} ;\left\{\begin{array}{cl}
\frac{1}{4 \sqrt{f_{w M}}}+\log _{10}\left(\frac{1}{4 \sqrt{f_{w M}}}\right)=-0.08+\log _{10}\left(\frac{A}{k_{n}}\right) & \text { if } A / k_{n} \geq 1.57  \tag{13}\\
f_{w M}=0.3 & \text { if } A / k_{n}<1.57
\end{array}\right.
$$

SWAN and the hydrodynamic module interact through currents, radiation stress and bottom shear stress. In the present work they have been coupled at discrete time steps $\left(\Delta t_{\text {int }}\right)$. This means that they run separately one after the other, so that wave-radiation stress, wave parameters $\left(U_{w}\right.$ and $\left.T\right)$, and current fields are updated and interchanged with each other.

For each run, the water level and current velocities resulting from the hydrodynamic model are set as input data in SWAN and, on the other hand, the forces due to wave-radiation stresses, the maxima of the orbital motion near the bottom, and the wave relative peak period resulting from SWAN are set as input data in the hydrodynamic model.

Each module works on its own computational grid and the results, to be transferred from one module to the other, are interpolated on an exchange grid.

The whole process is managed by a main program that runs hydrodynamic and SWAN modules alternatively, as suggested by the flow chart depicted in Figure 1, until the simulation ends.


Figure 1. Flow chart of the coupling process between the hydrodynamic model and the spectral model managed by the main program.

## 3. Simulation Setup

The test case is that proposed by Petti et al. [29] in comparison with Nardin et al. [30]: a jet issuing in a rectangular basin and interacting with an opposing wave field. As depicted in Figure 2, three different computational grids are built: one mesh for the hydrodynamic model, one for SWAN, and one for the data exchange.

The hydrodynamic mesh is slightly different from that of Petti et al. [29]: it consists of a rectangular channel river inlet entering into a 3000 m large and 2000 m long basin (Figure 2). The elements are rectangular, with a size of 5 m in the $x$-direction (along the longitudinal axis of the jet) while in the $y$-direction (along the cross section of the jet) the cell dimension linearly increases from 5 m in a band close to the river centerline up to 50 m in the farthest part of the domain. This guarantees a higher density of grid cells in the central region, where the main characteristics of the flow field develop. Different grid resolutions have been tested, finding differences in the hydrodynamic numerical results in the order of a few percentage points. For this reason, the numerical results can be considered independent of grid size.


Figure 2. Computational grids. A "bin wave spectrum" is specified at the open sea boundary of the spectral domain, locating energy $E(f)$ in one frequency bin closest to a corresponding assigned peak period. $Q$ is the constant discharge set at $x=-200 \mathrm{~m}$.

The basin has a constant depth of 3 m . A constant discharge of $3.8 \mathrm{~m}^{3} / \mathrm{sm}$ is assigned to the boundary located at $x=-200 \mathrm{~m}$, along a width of 100 m , which coincides with the initial width of the jet. Along the boundary near the jet inlet, a wall boundary condition is assigned, while a mean sea water level coinciding with the still water level is imposed on the remaining sides of the basin.

The resulting velocity downstream of the inlet is $1.4 \mathrm{~m} / \mathrm{s}$, corresponding to the velocity indicated in Nardin et al. [30]. A constant Manning coefficient of $0.018 \mathrm{~s} / \mathrm{m}^{1 / 3}$ is adopted for the hydrodynamic computational mesh, coherent with the value of Chezy coefficient declared by Nardin et al. [30].

The SWAN cartesian computational grid is regular with squared elements of 10 m sides. It has the same water depth but it is larger than the hydrodynamic domain to keep the lateral boundaries sufficiently away from the central area where the wave-current interaction is investigated. Three configurations of waves are imposed at the open sea boundary of the domain, located at $x=2000 \mathrm{~m}$ : a "bin wave spectrum", one for each simulation, is specified, locating energy in one frequency bin closest to a corresponding peak period of respectively $3 \mathrm{~s}, 5 \mathrm{~s}$ and 8 s (Figure 2). The chosen values of the peak period are typical of wind waves generated in fetch-limited and shallow-depth basins, such as the Northern Adriatic Sea and its lagoons. The same significant wave height, equal to 0.5 m , is assigned in all the performed simulations of wave-current interaction. In the remaining sides of the SWAN mesh, outflow boundary conditions were imposed (i.e., waves could leave the area freely).

SWAN is set in non-stationary mode to follow the temporal evolution of the interaction between the waves against the jet current. The physics commands are set up in order to reproduce the steepening induced by currents [1-4], that can lead to white-capping or, in the limited condition given by the shallow depth, to depth-induced breaking; this last term is modelled in the form proposed by Battjes and Janssen with a constant breaking parameter equal to 0.78 [39].

The wave decay by bottom friction is taken according to the formulations of Collins [37] and Madsen et al. [38] as described in Section 2. Using the Madsen approach, an equivalent roughness-length scale of the bottom of 0.025 m is taken. Petti et al. [29] set the dissipation term for bottom friction conforming to the empirical JONSWAP model for wind-sea conditions [40].

The lowest and the highest discrete frequencies used in the calculation are respectively set equal to 0.05 Hz and 0.595 Hz . The spectral directions cover the full circle with a resolution of $6^{\circ}$.

For better comprehension, the list of the performed simulations with corresponding acronym and characteristics is reported in Table 1.

Table 1. List of the simulations performed.

| Test | Model | Hs (m) | Tp (s) | Spectral Bottom Friction | Wave-Current Interaction |
| :---: | :---: | :---: | :---: | :---: | :---: |
| jet alone | hydrodynamic | - | - | - | - |
| T3C | coupled | 0.5 | 3 | Collins | complete ${ }^{1}$ |
| T3M | coupled | 0.5 | 3 | Madsen | complete |
| T5 | coupled | 0.5 | 5 | No friction | complete |
| T5C_rds | coupled | 0.5 | 5 | Collins | radiation stress only |
| T5C | coupled | 0.5 | 5 | Collins | complete |
| T5M | coupled | 0.5 | 5 | Madsen | complete |
| T5J | coupled | 0.5 | 5 | JONSWAP | complete |
| T8C | coupled | 0.5 | 8 | Collins | complete |
| T8M | coupled | 0.5 | 8 | Madsen | complete |

${ }^{1}$ Waves and current interact both through radiation stress and the mean bed shear stress $\tau_{m}$.
The last computational grid, named the "exchange grid", is the smallest and represents the part of the domain in which the hydrodynamic and the spectral model interact. It is a regular grid with squared elements of 10 m sides for a total length of 2000 m in both plane directions. The domain, inside which the jet develops, coincides with that of Petti et al. [29] and Nardin et al. [30].

The interaction between waves and current is performed alternating hydrodynamic and spectral modules every $\Delta t_{i n t}=300 \mathrm{~s}$ until reaching a steady-state condition.

## 4. Results and Discussion

The hydrodynamics of the jet current alone, without the interaction with a superimposed wave field, is well interpreted by the numerical model [29]. The assumption of mean velocity and, thus, of a logarithmic profile in the vertical section, subtended by the hypothesis of fully developed turbulent flow, is suitable to interpret the behavior of a river or a tidal flow debouching into a large shallow basin.

Following Abramovich [10], two main properties characterize a free turbulent jet current in the main region or otherwise called ZOEF (zone of established flow): the exponential decay of longitudinal velocity and the self-similarity profile of the velocity in cross sections. In shallow depth, bottom friction enhances the velocity decrease, whereas the self-similar profile is maintained. In this regard, Öszoy and Ünlüata [12] proposed the analytical expression for the longitudinal velocity for different values of bottom friction and suggested faster spreading rates of the jet.

In the present test, the hydrodynamic results of the jet alone are compared with the results obtained in the analogous test carried out by Petti et al. [29] and Nardin et al. [30] by means of a quasi-3D numerical model that computes the vertical eddy viscosity with a standard $\mathrm{k}-\varepsilon$ closure scheme and the horizontal eddy viscosity with a large eddy simulation technique. In Figure 3 the normalized longitudinal velocity along the jet centerline is reported.


Figure 3. Longitudinal velocity $U_{c}$, taken along the jet centerline, normalized with the velocity at the jet inlet, $\mathrm{U}_{0}$. In the abscissa, x is the distance from the start of the zone of established flow (ZOEF) normalized with the half-width of the inlet, $b_{0}$.


Figure 4. Longitudinal velocity $U$, taken along a transverse transect 780 m from the jet inlet, normalized with the centerline velocity, $U_{c}$. In the abscissa, $y$ is the distance from the jet axis and $y_{c}$ is the local half-width of the jet, corresponding to the location where the mean velocity is equal to half the centerline velocity $\mathrm{U}_{\mathrm{c}}$.

The very small differences compared to the previous test [29] could be ascribed to the different boundary conditions used in the present paper. In order to maintain a constant level inside the domain, Petti et al. [29] inserted a crosswise weir on the opposite side of the hydrodynamic mesh compared to the jet inlet, while in the present simulation a fixed water level has been imposed. This last solution is an improvement because it requires a less extensive domain and its applicability is supported by the results obtained. The comparison is also made with the theoretical profile of Öszoy and Ünlüata [12] defined by means of an analytical approach based on depth-averaged shallow water equations, confirming the 2DH model herein used.

Similar considerations can be made about the normalized velocity profile, taken along a cross section and depicted in Figure 4; the two theoretical self-similar profiles proposed by Schlichting and Tollmienn for a free turbulent jet in the main region [10], are shown for comparison with numerical results.

The graph shows that the self-similar profile is maintained along transverse transects but with a greater spread due to bottom friction, according to Öszoy and Ünlüata [12]. This statement justifies
the increased width at the base of the section of the numerical curves instead of theoretical ones without friction.

Figures 3 and 4 show good agreement of the present model with numerical quasi-3D and analytical results [29], with the great advantage that it is computationally less expensive than a quasi-3D model.

Petti et al. [29] analyzed the effects of an opposing wave field imposed on the previously described hydrodynamic steady-state condition. The same test is herein repeated, assigning a wave bin spectrum with a peak period of 5 s at the open sea boundary of the domain (Figure 2).

In order to verify the effects of the bottom friction in the wave propagation and in the subsequent interaction with the jet current, diverse tests are performed using different formulations of spectral energy dissipation, as summarized in Table 1.

The most important hydrodynamic evidence compared to the previous simulation is a more pronounced decay of the longitudinal velocity, as depicted in Figure 5, where velocity linear contours are compared in the two cases of the jet flow alone and the jet interacting with waves. For both conditions, the present current field is completely analogous to that reported by Nardin et al. [30].


Figure 5. Linear contours of longitudinal velocity (m/s): (a) jet alone; (b) jet interacting with waves according to T 5 M simulation.

The flow field develops on the horizontal plane with the prevalent component of the current velocity aligned with the jet axis and a lateral spreading due to the transverse transfer of momentum, which involves formation of eddies on the jet sides. A characteristic feature of a turbulent jet, coherent with both theory and experimental results [10], is the smallness of the transverse velocity components in any section of the jet, compared to the longitudinal ones. In the cases analyzed, the maximum value reached by the y-directed transverse velocity is about $7 \mathrm{~cm} / \mathrm{s}$, corresponding to $5 \%$ of the velocity at the inlet. For this reason, the waves propagating against the jet current are weakly refracted and remain substantially collinear, at least in the domain portion where the interaction with the current velocities is more important, as pointed out in Figure 6a.

With respect to this, the major changes in the wave field are observed in a narrow region around the jet centerline, where the current vorticity is greater. As can be seen in Figure 6b,c, the main evidence is the steepening of the waves as they approach the jet inlet, where current velocities are higher, due to the increase of wave height and a simultaneous progressive reduction of the relative period as predicted by the Doppler effect. The obtained results are completely analogous to those found by Nardin et al. [30].

Given the underlined peculiarities of both the wave and the flow field, the analysis focuses on the main variables extracted along the jet centerline, starting from the normalized longitudinal velocity of the jet, depicted in Figures 7 and 8. In Figure 9 the normalized longitudinal velocity is taken along a cross section.

As can be appreciated from the graphs, the spectral friction scheme adopted is important and is fundamental for the prediction of the bottom shear stresses, which are also responsible for sediment transport mechanisms. This aspect, in several numerical applications of nearshore wave-current interaction [20-22], is not specified.

The major evidence compared to the simulation without wave-current interaction, is the more pronounced decay of longitudinal velocity of the current caused by the increase of the global bottom shear stress due to the wave motion, which leads to the definition of $\tau_{\mathrm{m}}$ [31].

In particular, two aspects emerge from the relative comparison of the results: the first is a larger velocity reduction obtained by the present model compared to Petti et al. [29] and Nardin et al. [30] numerical results. Petti et al. [29] have already registered a higher steepening of waves to that calculated by Nardin et al. [30], who do not specify the frictional scheme setup.


Figure 6. Variations obtained in the simulation T5M of the following parameters: (a) the z-directed component of the current vorticity, defined as the curl of the flow velocity vector, with superimposed arrows representing the mean direction of the waves; (b) the significant wave height $\mathrm{H}_{\mathrm{s}}$; (c) the relative peak period $T_{p}$.


Figure 7. Normalized longitudinal velocity, along the jet centerline, in the case of jet alone and with the superimposed wave propagation with a period of 5 s .


Figure 8. Normalized longitudinal velocity, along the jet centerline, in the case of jet alone and with the superimposed wave propagation with a period of 5 s , applying different schemes of the spectral bottom friction dissipation.


Figure 9. Normalized longitudinal velocity, in a cross section taken at 780 m from the jet inlet in the case of jet with the superimposed wave propagation with a period of 5 s .

Following Kamphuis [41], the bottom-friction coefficient $C_{f}$ is a function of both the wave Reynolds number, $\operatorname{Re}=A U_{w} / v$, where $v$ is the kinematic viscosity coefficient, and the relative roughness $A / k_{n}$. A wave rough turbulent motion near the bed, in which $C_{f}$ depends only on the relative roughness, can be distinguished from a laminar or transitional one. Hasselmann and Collins [42], using wave spectra measured offshore of Panama City, have indicated a constant value of $C_{f}$ equal to 0.015 . This value has been widely used, also in recent modelling, even though it has a great variability, experimentally verified [18], as found by Madsen et al. [38], who obtained the expression (13) as a function of the relative roughness. Figure 10a,b show that, as the relative roughness decreases, the bottom friction coefficient considerably increases.


Figure 10. (a) Comparison between the constant value of the bottom friction coefficient $C_{f}$ assumed by Collins [37] and that computed by Madsen et al. [38] as a function of the relative roughness $A / k_{n}$; (b) friction coefficient diagrams proposed after Kamphuis [18,41].

Figure 11 shows values of the Reynolds number and the relative roughness obtained in the present simulations performed. These values are compatible with a wave rough turbulent flow at the bottom, confirming the validity of the bottom-friction approaches applied.

However, in Madsen formulation, the spectral energy dissipation is increased by the progressive steepening of the waves against the jet current and consequently the enhancement of the bottom-friction coefficient. This explains the higher longitudinal velocity in the T5M simulation compared to T5C (Figure 8).

In the mechanisms of interaction between the waves against current, a gradient of radiation stress tensor also arises from the steepening of the waves and, thus, additional hydrodynamic forces enter into the motion equations.

Petti et al. [29] have already highlighted that in the first region of the spreading jet, up to $\mathrm{x} / b_{0}=10$, the contribution to the decay of the velocity due to radiation stress and bottom shear stress is similar, due to the presence of major gradients of radiation stress toward the inlet. For this purpose, the simulation T5C has also been performed taking into account only the radiation stress contribution and neglecting the wave-bottom shear stress in the computation of $\tau_{m}$. The results are very close to that of Nardin et al. [30], as can be seen in Figure 7.


Figure 11. Simulations of wave-current interaction for different peak periods ( $3 \mathrm{~s}, 5 \mathrm{~s}$ and 8 s ) and assuming Collins and Madsen approaches: (a) Reynolds numbers and (b) relative roughness $A / \mathrm{k}_{n}$, along the centerline of the jet current.

To check if a different wave period can further influence the jet hydrodynamics, simulations with, respectively, a peak period of 3 s and 8 s have also been carried out. In analogy with the above, the results in term of normalized longitudinal current velocity are reported in Figures 12 and 13.

The comparison between the simulations with the different assigned periods does not highlight significant differences in the jet flow field; the curves relating to the same bottom friction model are practically overlapping. However, the same cannot be said if the wave bed shear stress (Figure 14a) and the maximum derived from the wave-current interaction (Figure 14b) are investigated.

According to Soulsby [31], the maximum bed shear stress is expressed as follows:

$$
\begin{equation*}
\tau_{\max }=\left[\left(\tau_{m}+\tau_{w} \cos \phi\right)^{2}+\left(\tau_{w} \sin \phi\right)^{2}\right]^{1 / 2} \tag{14}
\end{equation*}
$$

$\phi$ being the angle between the current velocity and the direction of wave travel. This quantity is fundamental in morphodynamics because it is responsible for the lifting of sediments from the bottom when it exceeds the threshold bed shear stress for the onset of motion.


Figure 12. Normalized longitudinal velocity, along the jet centerline, in the case of jet alone and with the superimposed wave propagation with peak periods of $3 \mathrm{~s}, 5 \mathrm{~s}$ and 8 s .


Figure 13. Normalized longitudinal velocity, in a cross section taken at 780 m from the jet inlet in the case of jet alone and with the superimposed wave propagation with peak periods of $3 \mathrm{~s}, 5 \mathrm{~s}$ and 8 s .


Figure 14. Bottom shear stresses along the jet centerline: (a) $\tau_{w}$ in the performed simulations; (b) comparison between the maximum bottom shear stress of the jet alone with those computed in the interactions with waves.

If the wave bed shear stresses are considered, a slight dependence on the period is noticed. Increasing the periods, the wave bed shear stresses are higher and reach the maximum value closer to the jet inlet. Moreover, comparing the results with the same period, great differences are found related to the bottom friction scheme, consistent with the previous results.

The maximum bottom shear stress, deriving from the wave-current interaction, is significantly affected by greater values of the wave period. The configurations performed with a peak period of 3 s do not show particular differences either among themselves or with the bottom shear stress of the jet alone. The contribution of wave shear stress to the maximum bottom shear stress is small for low periods at the assigned depth. Instead, $\tau_{w}$ related to 5 s and 8 s peak period, increase $\tau_{\max }$ considerably and differently if the bottom friction coefficient $C_{f}$ is left to vary with the relative bottom roughness [38].

This outcome can be very important in modelling hydrodynamic nearshore processes, especially in shallow water depth environments, where the interaction with bottom plays a crucial role, both on currents and waves, as can be seen from the numerical results described above.

For this purpose, in a context, for instance, close to a tidal inlet or an estuarine environment, spectral energy dissipation presents great variability related to the peak period, which can change significantly in the presence of strong gradients of the velocities due to the Doppler effect. This mechanism depends on the angle between current and waves: the Doppler effect is not as evident in the case of quasi-orthogonal incidence, as occurs for the longshore currents and the waves propagating nearshore, but it becomes important if current and waves are quite collinear, as for river or tidal jets. For these reasons, it is difficult to consider that the frictional coefficient can be regarded as constant over the whole domain.

The effects of this dissipation are particularly expressed on the bottom shear stresses, responsible for sediment resuspension and motion and the morphological evolution of the bottom itself.

## 5. Conclusions

In the present work, a simple 2DH numerical model has been applied to a literature test [29,30] reproducing a river jet current issuing into a large shallow basin and interacting with frontal waves. The model couples a hydrodynamic numerical model with the spectral model SWAN and it is suitable for reproducing the interaction between waves and currents typical of estuarine and coastal areas. Moreover, the known computational advantages of 2D modelling allow it to be applied to large domains.

The outcomes have been compared to both analytical and numerical results, the latter being obtained with a model that adopts a more complex representation of the vertical and horizontal eddy viscosity. The comparison shows that the present model provided a very adequate representation of the hydrodynamics of a turbulent jet confined to the bottom.

In detail, the role played by bottom friction has been investigated and it has been recognized as the dominant process in the decay of the jet longitudinal velocity and its greater spreading. Bottom friction dissipation becomes even more important in the correct reconstruction of the nearshore wave field, above all in shallow-depth contexts.

The simulations of the jet current interaction with opposing travel waves carried out have shown that, in the spectral mechanism of dissipation energy, the proven dependence of the bottom friction coefficient with the relative roughness at the bed can change the wave field significantly. Consequently, the interaction with current can also affect hydrodynamics.

To this end, two different theories implemented in SWAN to evaluate the dissipation due to bottom friction have been considered: the Collins approach [37], which assumes the bottom friction coefficient as constant, and the Madsen scheme [38], which takes into account the variability of the same coefficient in contexts of wave rough turbulent motion at the bed.

The effects of these two approaches are quite sensitive to the period of waves, which can change in the domain due to shoaling and Doppler mechanisms generated by currents. In particular, bottom friction has a dominant role in the calculation of the maximum shear stress, which is responsible for bed-erosion processes. The stress is significantly increased by greater values of the wave period and of the current velocity. Above all, it is conditioned by the assumed spectral dissipation scheme.

From a general point of view, both of the theories analyzed are suitable for calculating energy dissipations that wind waves, propagating on shallow domains, undergo due to interaction with the bed. However, near a river delta or a tidal inlet, where currents can be strong and quite collinear compared to the mean wave direction, relative roughness can vary, consequently affecting the friction coefficient and the related bottom shear stress. The Madsen formulation [38] takes this variability into account, as opposed to the Collins scheme [37], and for this reason it results as preferable for interpreting the interaction phenomenon.
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#### Abstract

The characteristics of vorticity induced just prior and at the splash-down of a plunging breaker on a 1:10 planar slope have been studied using wave flume experiments and numerical simulations. Laboratory experiments involved detailed measurements in the outer surf zone of both fluid velocities below trough level, achieved by a fibre-optic laser-Doppler anemometer, and water surface elevations, obtained by an ultrasound probe. A Weakly-Compressible Smoothed Particle (WCSPH) model, coupled with a two-equation model for turbulent stresses, has been employed for the numerical simulations. A thorough calibration of the SPH's numerical parameters has been first performed, through comparison between numerical and experimental wave elevation and velocity data. Then, considering that time-averaged laboratory data shows a significant vorticity beneath the free surface in the wave pre-breaking region, the vorticity generation mechanism has been thoroughly analyzed by means of the numerical model. In the attempt of explaining the generation of vorticity as induced by flow separation, we also inspected the role of the streamwise flow deceleration and surface-parallel vorticity flux. In analogy with the case of spilling breakers a cause-effect relation has been observed between streamwise flow deceleration and vorticity generation. Numerical findings are positively confirmed by the experimental results.


Keywords: smoothed particle hydrodynamics models; physical modelling; plunging breaking waves; vorticity

## 1. Introduction

Turbulence and undertow currents play an important role in surf-zone mixing and transport processes; therefore, their study is fundamental for the understanding of nearshore dynamics and the related planning and management of coastal engineering activities.

Pioneering studies were carried out by [1-3], who qualitatively described the features of plunging breakers in the outer region of the surf zone. More detailed information on the velocity field under plunging breakers can be found in the experimental works by, among others, refs. [4-7] and more recently by [8-10]. In these works, single-point measurement techniques, such as hot-wire anemometry
and Laser Doppler Anemometry, were used to provide maps of the flow field in a time-averaged or ensemble-averaged sense.

The advent of non-intrusive measuring techniques, such as Particle Image Velocimetry (PIV) provided accurate and detailed instantaneous spatial maps of the flow field. Moreover, by correlating spatial gradients of the measured velocity components, the instantaneous vorticity maps could be deduced.

Measurements of vorticity using planar PIV were obtained, among others, by [11], who carried out experiments on waves breaking on a submerged breakwater on a 1:100 sloped beach, and by [12], who gained information on the overall characteristics of the 2D flow field of breaking waves in shallow water and proved the existence of oblique descending vortices, previously observed by [13]. An extensive investigation on the surf-zone of breaking waves over a sloping beach, also performed with a PIV, was carried out by [14], who estimated the longshore vorticity. A volumetric particle-tracking system was used by [15] to study the vorticity dynamics during wave breaking on a fixed bar on a rigid plane slope.

Many attempts have been made to identify and examine the source of vorticity in breaking waves $[16,17]$, especially for the case of the spilling waves [18], which most commonly occur, but this topic is still debated and deserves further study. In the breaking wave, the main region of vorticity generation is at the free surface, while seabed vorticity is much smaller. Longuet-Higgins [19] explained this vorticity generation in terms of the combined effect of surface curvature and zero-shear stress boundary conditions at the interface, with a Stokes layer initially confining the generated vorticity, which in a subsequent stage escapes and fills the domain. Also, Lin and Rockwell [20] attributed the vorticity generation to the sharp curvature of the interface, where a flow separation occurs. Complementary to these findings, Dabiri and Gharib [21] experimentally deduced that the major source of vorticity in spilling breakers was attributable to the free surface fluid deceleration before breaking, together with an increase of fluid pressure on the back of the wave, pushing the crest.

What is clear is the fundamental link between near-surface vorticity generation and the subsequent degeneration into the near-surface turbulence of a breaking wave. The mechanism governing this connection still needs a thorough analysis, especially for the lesser investigated plunging breakers. In particular, the vorticity field by a plunging breaker has received less attention than that due to a spiller because spilling waves are representative of storm waves and of bore jumps, thus they frequently occur. However, the same spilling breaker may be regarded as a locally (at wave crest) weak plunging breaker, with the rotational flow generated by the plunger spreading down along the front of the wave and forming a roller [16]. The added value of our study with respect to previous investigations is our focusing on the plunging breaking wave, where the high curvature due to the steepening of the wave and the related flow shearing naturally induce a strong vorticity and related turbulence.

In the perspective to investigate these aspects, numerical models represent a useful tool: the dynamics of breaking-induced mean vorticity was numerically analysed by numerous authors, including [22,23]. If grid-based numerical methods can suffer from certain limitations when used to study such violent free surface flows, particle meshless methods have instead the potential to provide a comprehensive description of the full processes associated with wave breaking, whilst they can accurately capture the water surface profile during such processes.

Among the meshless methods, Smoothed Particle Hydrodynamics (SPH) is at present effective in solving several fluid-dynamic problems with highly nonlinear deformation, such as wave breaking and impact [24,25]; hydraulic jumps [26-29]; long waves, e.g., floods, tsunamis and landslide submersions [30]; oscillating jets inducing breaking waves [31].

In view of the above, the main aim of our paper is to bring to the attention the cause-effect relation between surface convective deceleration and vorticity generation in plunging breakers. Such a goal is pursed by using both experimental and numerical means. First, Laser Doppler Anemometer (LDA) velocity measurements have been used to detect the time-averaged vorticity field in the pre-breaking region of a plunging breaker. Then, a calibration of the SPH model has been performed, by comparing
experimental and numerical velocity and elevation time series obtained at different locations along the channel. Finally, SPH simulations have been used in the surf zone (i) to inspect and detail the vorticity field, evaluating, in particular, its temporal evolution; (ii) to relate the vorticity field and the free surface dynamics, in particular with the flow surface-parallel deceleration.

## 2. Experimental Set Up

Experimental investigations were carried out in a two-dimensional wave channel in the Coastal Engineering Laboratory (LIC) of the DICATECh of the Polytechnic University of Bari. The wave channel was 2.42 m wide and 45.20 m long. A uniform and fixed slope $1: 10$ started at 32.58 m from the paddles. The wave generating system is a piston-type one, with paddles producing the desired wave by providing a translation of the water mass, according to the proper input signal. Due to its dimension the channel can be considered a large-scale facility, with minimized scale effects. A picture and a sketch of the wave channel are shown in Figures 1 and 2.


Figure 1. Frontal view of the wave channel in the Coastal Engineering Laboratory (LIC) of the Polytechnic University of Bari. The array with the measurement instrumentations is in the foreground.

Table 1 shows the main characteristics of the tested regular wave near the paddles, i.e., wave height $H_{s}$, wave period $T_{p}$ and wavelength L according to the Airy theory. The mean water depth was $d$. Considering the Irribarren breaking number $\xi_{b}$, the wave field is characterized by a plunging breaker $\left(\xi_{b}=0.71\right)$. The breaking section was located at a distance of 39.48 m from the wave paddle and the depth at breaking was around 11 cm .

Table 1. Experimental parameters of the analysed regular wave.

| $\boldsymbol{H}_{\boldsymbol{s}}(\mathrm{cm})$ | $T_{P}(\mathrm{~s})$ | $L(\mathrm{~m})$ | $d(\mathrm{~m})$ |
| :---: | :---: | :---: | :---: |
| 10 | 2 | 5.10 | 0.80 |

Water surface elevations and velocities were measured at fourteen different locations along the centreline axis of the wave channel. Along each vertical profile, velocity measurements were acquired starting from the still water level. The measured points were 1 cm vertically spaced in the most superficial layer (for a thickness of 4 cm ) and 0.5 cm vertically spaced in the remaining water column. The sketch of Figure 2 shows the four sections named $0,1,2$, and 3 , used in the present work for the SPH model calibration, and the pre-breaking region where further ten shoreward sections were investigated, being 1 cm longitudinally spaced (see Table 2). The cross-shore direction is given by the $x$ axis and the vertical by the z axis.

Velocity measurements were performed at each vertical profile along almost the entire water column by means of a 2D LDA (by Dantec). Only for the bottom layer, where the LDA could not be used for technical limitations, an Acoustic Doppler Velocimetry system (ADV vertical looking Vectrino Velocimeter by Nortek) was adopted (Figure 3), characterized by an accuracy of $1 \mathrm{~mm} / \mathrm{s}$ for the examined velocity range and a sampling frequency of 25 Hz . At the same time and location, water surface elevation was measured by an ultrasonic system UltraLab (by General Acoustics), with an accuracy of 2 mm . Data processing has included numerical filtering of wave elevation, despiking of ADV signal and filtering of the LDA acquisition based on a high signal to noise ratio.


Figure 2. (a) Sketch of the wave channel with location of (a) the four investigated sections, used to calibrate the numerical model; and (b) zoomed view of the region where further ten measurement sections, used for the vorticity analysis, were located.

Table 2. Location of the measurements sections used for the code calibration and water depths.

| Investigated Section | Distance from Paddles (m) | $\boldsymbol{d}(\mathbf{m})$ |
| :---: | :---: | :---: |
| Section 0 | 39.18 | 0.14 |
| Section 1 | 39.08 | 0.15 |
| Section 2 | 38.24 | 0.23 |
| Section 3 | 37.04 | 0.35 |



Figure 3. Top view of the measurement instruments: (a) ultrasound probe; (b) LDA and (c) ADV. The ADV and the LDA measurement volume are vertically aligned.

## 3. SPH Numerical Method

SPH is a meshless, Lagrangian method where the fluid domain is represented by nodal points that are scattered in space with no grid structure and move with the fluid. A general description of the SPH can be found in [32-34]. The specific features of the SPH method here used are detailed in [26,35].

Vertically-2D simulations have been performed through a Weakly Compressible SPH (WCSPH) approach, in which an artificial compressibility is introduced to solve explicitly in time the equations of motion of an incompressible fluid. Monaghan [33] demonstrated that the error associated with the use of a compressible formulation for the incompressible free-surface water flow is bounded to $1 \%$, provided the local numerical Mach number be everywhere lower than 0.1 : here, this condition is ensured by means of an artificial speed of sound in water of $30 \mathrm{~ms}^{-1}$. Such artificial speed of sound is not related to the physical speed of sound, which would be two orders of magnitude higher. It is introduced to avoid the extremely small time steps that would arise from the Courant stability condition, owing to the explicit scheme used for time integration. Monaghan [33] demonstrated that no unphysical compressibility effects arise if the local (numerical) Mach number, i.e., the ratio of the local velocity to the artificial speed of sound, is everywhere lower than 0.1 . Numerical tests on flapping jets [31] have shown that this limit may be even stricter (0.05). Here, given that the highest velocities in the computational domain are lower than $1 \mathrm{~m} / \mathrm{s}$, a uniform value of $30 \mathrm{~m} / \mathrm{s}$ was used for the artificial speed of sound, in order to guarantee a local Mach number smaller than 0.035.

The Reynolds-averaged Navier-Stokes (RANS) equations are implemented by an SPH semi-discrete form as:

$$
\left\{\begin{array}{c}
\left\langle\frac{\mathrm{D} \rho_{i}}{\mathrm{D} t}\right\rangle=\sum_{j} m_{j}\left(v_{i}-v_{j}\right) \cdot \hat{\nabla} W_{i j}  \tag{1}\\
\left\langle\frac{\mathrm{D} v_{i}}{\mathrm{D} t}\right\rangle=-\sum_{j} m_{j}\left(\frac{p_{i}}{\rho_{i}^{2}}+\frac{p_{j}}{\rho_{j}^{2}}\right) \nabla W_{i j}+\sum_{j} m_{j}\left(\mathcal{T}_{i}-\mathcal{T}_{j}\right) \cdot \hat{\nabla} W_{i j}+\mathbf{g} \\
p_{i}-p_{0}=c_{i}^{2}\left(\rho_{i}-\rho_{0}\right) \\
\mathcal{T}_{i}=\mu_{T_{i}} \mathcal{S}_{i}
\end{array}\right.
$$

where the angled brackets indicate the SPH particle approximation, written for each particle $i$ having mass mi. Summation is extended to all particles $j$ at a distance from $i$ smaller than 2 h , i.e., lying within the circle where the C 2 Wendland kernel function $W_{i j}$ is defined [36].

In Equation (1), v=(u,v) is the velocity vector, $p$ is pressure, $\rho$ is density, $g$ is the gravity acceleration vector, $\mathcal{T}$ is the turbulent shear stress tensor, $c$ is the speed of sound in the weakly compressible fluid, $\mu_{T}$ is the dynamic eddy viscosity, $\mathcal{S}$ is the rate-of-strain tensor and the subscript 0 denotes a reference state for pressure computation. All variables are assumed to be Reynolds averaged.

A standard $k-\varepsilon$ turbulence model [37] has been used to obtain the eddy viscosity as $\mu_{T}=c_{\mu} \frac{k^{2}}{\varepsilon}$ : the equations for the turbulent kinetic energy $k$ and for the turbulent dissipation rate $\varepsilon$ in the SPH semi-discrete form $[26,35]$ are:

$$
\begin{gather*}
\frac{D k_{i}}{D t}=P_{k_{i}}+\frac{1}{\sigma_{k}} \sum_{j} m_{j} \frac{v_{T_{i}}+v_{T_{j}}}{\rho_{i}+\rho_{j}} \frac{k_{i}+k_{j}}{r_{i j}^{2}+0.01 h^{2}} r_{i j} \cdot \nabla \widehat{W}_{i j}-\varepsilon_{i}  \tag{2}\\
\frac{D \varepsilon_{i}}{D t}=C_{\varepsilon_{1}} \frac{\varepsilon_{i}}{k_{i}} P_{k_{i}}+\frac{1}{\sigma_{\varepsilon}} \sum_{j} m_{j} \frac{v_{T_{i}}+v_{T_{j}}}{\rho_{i}+\rho_{j}} \frac{\varepsilon_{i}+\varepsilon_{j}}{r_{i j}^{2}+0.01 h^{2}} r_{i j} \cdot \nabla \widehat{W}_{i j}+C_{\varepsilon_{2}} \frac{\varepsilon_{i}}{k_{i}} \sum_{j} \frac{m_{j}}{\rho_{j}} \varepsilon_{j} \widehat{W}_{i j}
\end{gather*}
$$

where $P_{k}$ is the production of turbulent kinetic energy depending on the local rate of deformation and $v_{T}$ is the kinematic eddy viscosity. Like in [38], the values originally proposed by [37] for the model constants ( $\sigma_{k}=1, \sigma_{\varepsilon}=1.3, C_{\varepsilon 1}=1.44, C_{e 2}=1.92$ ) have been maintained.

Notation $\hat{\nabla} W_{i j}$ in Equations (1) and (2) indicates the gradient of $W_{i j}$, renormalized through a procedure which enforces consistency on the first derivatives to the 1st order [39], leading to a 2nd-order accurate discretization scheme in space. The kernel renormalization is applied everywhere,
apart from the pressure gradient term, where the form originally proposed by [33] is retained to guarantee momentum conservation.

The semi-discrete system (Equations (1) and (2)) is integrated in time by a 2nd-order two-stage XSPH explicit algorithm [38], where each particle is moved according to a velocity

$$
\begin{equation*}
\boldsymbol{v}_{i}^{X}=\varphi \sum_{j} \frac{m_{j}}{\rho_{j}} \boldsymbol{v}_{j} \widehat{W}_{i j}+(1-\varphi) \boldsymbol{v}_{i}^{n+1} \tag{3}
\end{equation*}
$$

where $\varphi$ is a velocity smoothing coefficient and $v_{i}{ }^{n+1}$ is the value obtained by solution of the second equation in (1).

A pressure smoothing procedure is also applied to the difference between the local and the hydrostatic pressure values [26] and contributes to reduce the numerical noise that affects the WCSPH owing to high frequency acoustic waves [40]. This approach proved to be effective in SPH analyses of different free-surface flows [35] and constitutes a valid alternative to other methods, such as $\delta$-SPH [40], where a numerical diffusive term for density is added to the continuity equation, or filtering of the high-frequency pressure oscillations is used [41,42].

Finally, wall boundary conditions are imposed through the ghost particle method [43], i.e., by mirroring the positions of the inner SPH particles beyond the wall and by assigning to the latter the proper velocities and pressure conditions to obtain a Dirichlet condition for the velocity and a Neumann condition for the pressure.

## 4. Numerical Tests and Calibration of SPH Parameters

In this section the SPH model is employed to simulate the breaking wave on a sloping plane. See Table 1 for the experimental data.

The numerical domain was 22.5 m long and 1 m high, shorter than the laboratory channel. Such shorter domain was chosen to reduce the computational cost without influencing the quality of the numerical solution, as shown by [25,26].

The offshore boundary condition has been modelled by a numerical wave paddle. i.e., by a moving-wall boundary condition imposed by ghost particles, whose motion has been forced to obtain the frequency and amplitude of the wave paddle needed to generate the desired sinusoidal wave. Section 0 is located at $x=14.6 \mathrm{~m}$ from the numerical wave paddle (thus the paddle is the origin of the $x$ reference system, $x=0$ ). The initial water depth is set equal to 0.80 m .

The choice of the initial particle spacing $\Sigma$ depends on the physical process of the problem and on the desired computational accuracy and efficiency. The accuracy of particle methods is influenced by the initial particle spacing $\Sigma$, as well as by the smoothing length $\eta$. Both parameters must be taken into account when attempting to improve the resolution of the numerical simulation. It has been shown that the efficiency of the SPH kernel function depends also on the choice of the $\eta / \Sigma$ ratio [44] and that a value $\eta / \Sigma \geq 1.2$ should be preferred [45]. Maintaining the value of $\eta / \Sigma=1.5$ constant, the effect of particle resolution on the quality of the numerical results has been investigated and a convergence analysis carried out (Figure 4). Simulations have been performed by choosing a coarse and a fine initial particle spacing $(\Sigma)$; in particular, the 2D flow has been simulated by discretizing the computational domain through a value of particle spacing $\Sigma$ varying from to 0.08 to 0.02 m .

The related number of SPH particles in the computational domain ranges from about 1500 to 24,000, respectively. The simulations have been performed with a velocity smoothing coefficient in the XSPH scheme $\varphi$ equal to 0.02 (Equation (3)). Figure 4 shows the comparison between the numerical crest heights and the laboratory measurements at the chosen locations (Figure 2), by using the three different spatial resolutions reported above. The large spatial dimension of the SPH particles can also help explain the differences between the experimental data and the SPH results. In particular, Figure 4 shows the smoothing effect of a too low particle resolution $(\Sigma=0.08 \mathrm{~m}, \mathrm{~N}=1500)$ on the description of the breaking wave. The simulation with the lowest resolution cannot adequately predict
the experimental results. Figure 4 also shows that a value of particle spacing $\Sigma$ equal to $0.02 \mathrm{~m}(\mathrm{~N}=$ $24,000)$ leads to a significant improvement of the simulated results in term of wave heights. Therefore, the reference SPH simulation was performed with particle spacing $\Sigma$ equal to 0.02 m .


Figure 4. Effect of the initial particle resolution $\Sigma$ on the numerical simulation.

The effect of the velocity smoothing parameter has also been investigated. Simulations with an initial particle spacing $\Sigma=0.02 \mathrm{~m}$ have been run with two different $\varphi$ values, equal to 0.01 and 0.02 , respectively. While the computed values of crest height appear to be almost independent from $\varphi$, the computed horizontal $(u)$ and vertical $(v)$ velocity components at the investigated sections (Figure 2) are underestimated when increasing the smoothing coefficient. With a very low value of the velocity smoothing parameter ( $\phi<0.01$ ), the SPH method is unstable and one manifestation is that each of the particles begins to move chaotically for an excessive velocity. As an example, in Figure 5 both laboratory and numerical velocities at vertical Sections 2 and 3 are plotted, referring to the point located at 1 cm from the free surface. Therefore, the value $\varphi=0.01$, which guarantees the stability of the SPH solutions without affecting the quality of the numerical results, has been chosen for the following runs.


Figure 5. Effect of the velocity smoothing parameter $\phi_{\mathrm{V}}$ on the numerical simulations: computed and measured horizontal and vertical velocities in (a) Section 2 and (b) Section 3.

After this sensitivity analysis, the time series of the horizontal and vertical velocity components have been compared at Section 0 for all the investigated vertical locations. The agreement between
the calibrated numerical results and the laboratory measurements is fairly good: Figure 6 illustrates a representative comparison, referring to both a superficial (Figure 6a) and a near-bed point (Figure 6b). Near the channel bed local effects (i.e., bed not perfectly smooth) could affect the vertical velocity component, this leading to a relatively poorer agreement (Figure 6b).


Figure 6. Time series of the horizontal and vertical velocity components at Section 0, (a) near the surface, at 1 cm from the SWL and (b) near the seabed, at 10 cm from the SWL.

A global assessment of the model performances has been made by using the Wilmott index [46]:

$$
\begin{equation*}
I_{w}=1-\frac{\sum_{k=1}^{N}\left(X_{C_{k}}-X_{m_{k}}\right)^{2}}{\sum_{k=1}^{N}\left[\left|X_{C_{k}}-\overline{X_{m}}\right|+\left|X_{m_{k}}-\overline{X_{m}}\right|\right]^{2}} \tag{4}
\end{equation*}
$$

a statistical parameter in which $X c$ and $X m$ are the modelled and measured values, respectively, while the bar denotes the average of the modelled and measured values. $I_{W}$ takes a value of 1, when a perfect agreement exists between the measured and modelled values, while a value of $I_{W}$ close to 0 denotes a complete discrepancy between numerical and experimental results. For the present run, all points placed along the vertical of Section 0 have been considered (sum for $k$ between 1 and N ), providing values of $I_{W}$ equal to 0.95 and 0.90 for the horizontal and vertical velocity components, respectively.

## 5. Investigation on the Vorticity Generation

The characteristics of the vorticity characterizing the pre-breaking and breaking stages of the plunger have been studied both experimentally and numerically by means of the calibrated SPH numerical model. The vorticity is defined as

$$
\begin{equation*}
\omega=\left(\frac{\partial U}{\partial z}\right)-\left(\frac{\partial V}{\partial x}\right) \tag{5}
\end{equation*}
$$

This has been computed using both the experimental data and the numerical output in the pre-breaking region of the plunging breaker, i.e., onshore Section 0 (Figure 2). $U$ and $V$ in Equation (5) are the time-averaged horizontal and vertical velocity components. Figure 7a,b displays the time-averaged velocity vectors superposed to the map of mean vorticity, respectively for the experimental data and the numerical solution.

Experimental values of vorticity have been evaluated for all the measured points (about 220 points). The averaging time for the experimental data is the whole acquisition period, i.e., about 80 s , and for the numerical data is 60 s . For a comparison in terms of time-averaging, this number of waves (i.e., $\sim 40$ and 30 for the experimental and numerical case, respectively) has been proved sufficient, a steady condition being reached. A very good match is observed between the experimental data and the numerical solution, both for the velocity profiles and for the vorticity field. The time-averaged velocities highlight the undertow structure (middle and lower part of the water column), while in the region above the wave through the flow displays a significant seaward drift, associated to the wave crest that is evolving to give a plunging jet.

Both experimental and numerical data show that most of the vorticity is due to the pre-breaking, free surface dynamics, with a much weaker contribution from the seabed shear. Figure 7a,b displays large positive (clockwise) vorticity over most of the upper water column, while, some smaller, negative (counterclockwise) vorticity characterizes the lower part of the water column, seaward of the breaking point, which approximately occurs at about 30 cm shoreward of Section 0 (Figure 2).

The positive vorticity of the upper water column has a background value in the range $[0-3 \mathrm{~Hz}]$, while local maxima reach even 7 Hz . This is about the same order of magnitude of the wave phase speed divided by the local water depth, also found by [12] outside the aerated region. Negative background vorticity in the lower part of the water column is in the range [ $0-2 \mathrm{~Hz}$ ] while local maxima are observed around -4 Hz . The cyclic pattern illustrated in Figure 7a,b (both upper and lower) is only due to the interpolation spacing used for plotting (equal to the spacing used in the computation of $\omega$ ).

In order to better characterize the vorticity field, the numerical study has been focused to the time evolution of the vorticity field. Three reaches have been examined along the channel, as shown in Figure 8, and the numerical results are illustrated for three different times, i.e., before, during and after the breaking event. Specifically, we identify the breaking event as the impact of the plunging jet with the free surface. This also means that the conditions referenced as "before breaking" and "after breaking" occur $T / 4$ before and $T / 10$ after splash-down, respectively, as identified by inspecting the
instants preceding and following the impact of the jet on the surface. Therefore, the "after breaking" condition displays features due to the jet impact. The three analysed reaches partly overlap and move following the wave. In this numerical case, the vorticity is computed using instant values of the horizontal and vertical velocity in Equation (5). Vorticity contour lines-black giving positive and red giving negative vorticity, respectively-are superposed to the velocity vectors, giving size and direction of the velocity field (Figure 8a-c).


Figure 7. (a) Experimental and (b) numerical mean velocity vertical profiles superposed to the map of the mean vorticity. Values of the $x$ coordinates are given with reference to the numerical wave paddle (see Section 4).

Figure 8a highlights that before breaking very low negative vorticity is locally present in all the three reaches, especially near the bottom in reach 3 , and spreads towards the surface in reach 2 and 1. Since the previous wave has just moved along the same reaches, with a fast-moving crest and the opposing slower-moving water below the trough, these negative values still present in the channel should be regarded as the residual effect of the previous wave. During breaking (Figure 8b), due to the impact of the jet on the surface, flow separation occurs and positive vorticity is generated and
propagates with the uprush flow, while negative vorticity forms in the downwash flow and slowly spreads in the return flow along the channel. After breaking (Figure 8c), positive vorticity persists near the surface in reaches 2 and 3 , while negative vorticity rapidly decreases.


Figure 8. Sketch of the flow region with indication of the flow reaches where the vorticity field has been investigated in detail: (a) before; (b) during and (c) after breaking. The increment for each negative (red dashed lines) and positive (black solid lines) contour line is $1 \mathrm{~s}^{-1}$. The dashed oval shows the region where the sections for the experimental analysis of vorticity were located.

We analysed this vorticity generation in the light of flow separation at the free surface (see, as reference, the case of flow separation at a hydraulic jump illustrated by [47], i.e., in the light of fluid deceleration). Hence, we regard the analysis of fluid deceleration at a spilling breaker by [21] as a useful reference for our analysis. Dabiri and Gharib [21], verified that the vorticity was also convected due to the sharp velocity gradient of the fluid near the free surface with respect to the fluid below. To better explore this aspect, we also computed the surface parallel convective acceleration, $U_{s} \partial U_{s} / \partial s$ which also represents a fundamental contribution to the flux of near-surface vorticity as shown by Equation (8) of [21].

In fact, Dabiri and Gharib [21] demonstrate that the dominant terms in the vorticity flux of surface-parallel vorticity through the surface are the gravity and the deceleration terms.

Assuming that the gravity term remains constant, Dabiri and Gharib [21] theoretically derived that near-surface vorticity increases with increasing deceleration term.

Figure 9 show the comparison between the instantaneous map of vorticity and of the surface parallel convective acceleration, along reach 3 and for the upper half of the channel. The flow acceleration due to the convective term $U_{s} \partial U_{s} / \partial s$ has been computed taking as s a curvilinear coordinate running to the free-surface, so that it is accurate near the mean surface where the streamlines closely follow the surface. As shown by [47], the mean surface-parallel velocities were calculated as:

$$
\begin{equation*}
U_{s}=U \cos \theta+V \sin \theta \tag{6}
\end{equation*}
$$

where $\theta$ is the angle that the tangent to the mean surface makes with the horizontal axis.
A flow deceleration occurs in the same location where peaks of positive vorticity appear. Referring to reach 3 during the breaking event, the vorticity reaches its maximum near the surface where the wave plunges (Figure 9a) and where also the surface-parallel convective deceleration, or vorticity flux (see [47]) strongly increases (Figure 9b). This vorticity does not decay rapidly away from the mean surface. Rather, the flow remains rotational along the whole depth.

For a direct, though qualitative, comparison with Figure 7, the marked box in Figure 9a delimits the corresponding experimental and numerical areas.


Figure 9. Reach 3, at breaking: (a) vorticity map, with the red box area to be compared with Figure 7a,b, (b) surface-parallel convective acceleration map.

In more detail, Figure 10 shows both the numerically-computed, surface-parallel deceleration term and the surface velocity $U_{s}$ along reach 3 , at the points nearest to the free surface, respectively before, during and after breaking. Trends observed in the spatial maps of Figure 9 are confirmed.


Figure 10. Free surface velocity and deceleration term (a) before, (b) during and (c) after breaking for reach 3 .

The deceleration term and the surface velocity along reach 3 before breaking (Figure 10a) do not display any evident peak, meaning that at this stage and location there is no significant flux of vorticity. This is consistent with the map of Figure 8a, where in reach 3 no new positive vorticity is generated. During breaking (Figure 10b), the deceleration term is characterized by a peak at $x=14.6 \mathrm{~m}$. It is preceded by a peak in the streamwise velocity $(x=14.57 \mathrm{~m})$, while the minimum streamwise velocity is downstream, at $x=14.7 \mathrm{~m}$. In other words, at the location of the maximum flow deceleration a large amount of vorticity is injected. Breaking is detected around $x=14.9 \mathrm{~m}$. In Figure 10c, the peaks of the
streamwise velocity and of the deceleration term are very close, being the first at $x=14.98 \mathrm{~m}$ and the second at $x=15 \mathrm{~m}$. The minimum value of $U_{s}$ is at $x=15.07 \mathrm{~m}$.

The jet has moved onshore reaching its extreme evolution, with maximum velocity and vorticity, then rapidly impacts the free surface, inducing a flow reversal in the underlying water column. Again, the largest deceleration coincides with the peak of vorticity flux, suggesting that this behaviour is robust.

Both during and after breaking the streamwise velocity sharply decreases downstream the location where the deceleration peaks are observed. Nevertheless, contrarily to what observed by [21] for a spilling breaker, our findings do not show stagnation points for the streamwise velocity. The positive vorticity already observed in Figure 8b,c is located beneath the surface and concentrated at the same coordinates of maximum deceleration.

Similarly, to the case of a spilling breaker [21] and hydraulic jump [47], a cause-effect relation between near-surface flow deceleration and vorticity flux is thus experimentally proved also for the plunging case, this being a novel result with respect to previous studies. Once clarified this analogy with the spilling case, we also note some differences.

In particular, Dabiri and Gharib [21] observed an important surface-parallel flow deceleration at the toe of the spiller but excluded that the sharp curvature of the free surface could be the main cause of wave breaking, while Misra et al. [47] correlated vorticity generation with sharp free surface curvature changes and surface-parallel adverse pressure gradients. For the present plunging breaker, surface-parallel convective deceleration is observed at the wave crest bulge, with maximum immediately downstream of the sharp crest velocity reduction. Therefore, our findings, with some similarity to [47], lead us to think that a strong free surface deformation associated with near-surface flow deceleration induces an important generation of vorticity in the near surface flow, and leads to the plunger splash-down.

The deceleration term and the surface velocity were examined also for the experimental and numerical data, referring to time-averaged quantities (Figure 11) acquired onshore of Section 0, to confirm the interpretation of the mean flow vortical dynamics shown above. In a time-averaged sense, Figure 11a,b shows a peak of the deceleration term located 3 cm onshore of Section 0 . Even this observation is consistent with the higher positive near-surface vorticity assessed and plotted in Figure 7a,b, thus confirming what numerically obtained.

These results can be of interest for different stakeholders because vorticity generation and spreading produce effects on the: (i) evolution of bed topography, as a result of a complex interaction between flow and sediment particles along the bed, being wave-breaking turbulence responsible for most of the sediment suspension through breaking injected eddies; (ii) air-water mixing, this being fundamental for ocean-atmosphere exchanges; (iii) mixing and transport of solutes, these being fundamental for water quality management purposes. Finally, information on the link between vorticity generations and turbulence spreading is also useful for numerical modeling, enabling improved calculations of water mixing over the entire water column and possibly limiting the computational efforts.

## 6. Conclusions

Vorticity generation in the pre-breaking and breaking zone of a plunger was examined in this study. Experimental measurements of fluid velocities, carried out in the wave channel of the LIC laboratory of the Polytechnic University of Bari, highlighted the presence of positive vorticity beneath the surface of the breaking wave. On the contrary negative vorticity was localized near the flume bed. This observation was the result of a time-average operation on velocity data assessed by single point measurement techniques, i.e., LDA and ADV.

To thoroughly investigate the vorticity field under the breaker and its temporal evolution, a numerical model was used. Specifically, a Weakly-Compressible SPH (WCSPH) scheme, which includes a two-equation $k$ - $\varepsilon$ turbulence model, was applied. Preliminarily, the SPH model was validated
by means of both elevation and velocity laboratory data, providing a successful agreement between numerical results and measurements.


Figure 11. Free-surface velocity and deceleration term for (a) experimental and (b) numerical data.

Then, the validated SPH model run to detail the vorticity field under the plunging breaker and to shed some light on the vorticity source. Three frames along the channel were examined, during three different instant times, i.e., before, during and after breaking. Numerical vorticity maps clearly show that new positive vorticity is generated beneath the free surface during and after breaking. The comparison between time-averaged experimental and numerical vorticity provided an excellent overall similarity.

Successively, starting from the instantaneous numerical streamwise velocity, the surface-parallel convective acceleration was computed, considering that it is a fundamental contribution to the flux of near-surface vorticity [21,47]. Its analysis shows that a flow deceleration occurs in the same locations where peaks of positive vorticity appear. This result is furtherly confirmed by the investigation of the surface-parallel deceleration in the points nearest to the free surface, respectively before, during and after breaking. Also, in this case, both during and after breaking, the largest deceleration coincides with the peak of vorticity flux, suggesting that this behaviour is robust. The novelty of our study is the detection for the plunging breaker of a cause-effect relation between near-surface flow deceleration and vorticity flux, similarly to the case of a spilling breaker [21] and a hydraulic jump [47].

However, differently from [21], our findings do not show stagnation points for the streamwise velocity. Moreover, in the present plunging breaker, the surface-parallel convective deceleration is observed at the wave crest bulge. With some similarity with the deductions by [47], this specific result lead us to think that both strong free surface deformation and near-surface flow deceleration induce an important generation of vorticity in the near surface flow, and lead to the plunger splash-down.

Analysis is underway to quantitative detail the relation between near-surface flow deceleration and vorticity injection into a plunger, with reference to what typically observed in spillers.
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#### Abstract

Validation and scaling of sophisticated physical and numerical fluvial hydraulic models to real field conditions are limited by temporal and spatial constraints of field measurement technologies. These limitations increase when analyzing hydraulic properties of complex river forms such as submerged bedrock canyons. The analysis of flow under these conditions has demonstrated non-linear behavior, strong secondary circulation and a high level of turbulence. The objective of this paper is to obtain and analyze turbulence and secondary current information for flow analysis, by evaluating the spatial distribution of bed shear stress and eddy viscosity with acoustic Doppler current profiler (ADCP) measurements. The real field-scale case study was the Lourenço Rock Canyon in Tocantins River, Brazil. A total of 10,531 velocity profiles were measured with an ADCP adapted to a moving boat. The data were post-processed by decomposing the velocity data measurements and calculating the standard deviations. Three different methods are compared for bed shear stress: total kinetic energy (TKE), law of the wall and the depth-slope product. The eddy viscosity was estimated with the Boussinesq approach. The initial data processing confirmed turbulence and flow velocity characteristics described in similar literature findings. The results for the bed shear stress for the canyon area were 8 times greater than the outside and for eddy viscosity, 10 times higher. For the surroundings area, the eddy viscosity showed reasonable results with values around the regular $1.0 \mathrm{~m}^{2} / \mathrm{s}$ used for rivers. It is concluded that turbulent values can be calculated to better represent physical processes with the intention to improve hydrodynamic numerical models calibrations.


Keywords: bedrock canyon; ADCP; eddy viscosity; bed shear stress; spatial analysis

## 1. Introduction

The understanding of complex flow features, as a consequence of complex geometries or hydrodynamic boundary conditions, is very important for the analysis of transport of substances or sediment in rivers and coastal waters, as well as for navigability analysis in waterway projects. The study of those features generally involves sophisticated physical and numerical modeling approaches [1]. Unfortunately, validation with and scaling to real field conditions are still challenging, due to temporal or spatial constraints of field measurement technologies. Whereas lab or numerical data are available in high frequency and high spatial resolution (e.g., particle image velocimetry (PIV) and laser Doppler anemometry (LDA) [2], field data are usually measured at fixed points or along transects, and in the past were limited to mean velocity measurements (no turbulence quantities).

Also, regarding extraordinary geometries, such as deep and narrow bedrock canyons, the conventional modeling laws are untested and are most probably not applicable.

Nowadays, acoustic technologies are more accessible and improved, presenting considerable advances in the quality of the field measurements. Compared to intrusive and punctual devices (current meter), acoustic instruments, such as the acoustic Doppler current profiler (ADCP), have been used in conventional, hydrological river measurements (discharge, depth, velocity), yielding increased accuracy and greater spatial and temporal resolution due to hardware improvements providing better accuracy for positioning, but also having several frequencies combined in the same devices, as well as being robust equipment for field deployment, especially compared to optical (e.g., LSPIV) techniques [3]. Recently, higher spatial resolutions were obtained by mapping individual ADCP velocity profiles over large flow areas, as presented by Flener et al. [4] or Jamieson et al. [5], where the latter included measured sections with 5 and 20 m spacing upstream and downstream of two different wing dikes for three different discharges.

Using the Doppler effect of acoustic waves scattered back from particles within the water column, ADCP is proven to measure velocity, depth, and water discharge accurately with high resolution (cm) [6]. Besides the depth and the mean velocity components, additional data inherent to the acoustic measuring method can be analyzed, such as the backscatter intensity and velocity standard deviation. For example, ADCP data have been used to derive other flow characteristics, such as mixing coefficients [7-9], sediment transport rates [5], and moving bed velocity [10]. The flow velocity information has also been used for profile analysis and mapping of integrated or characteristic quantities, such as bed shear stress and depth-averaged velocity [6,11]. Moreover, acoustic backscatter signal and its statistics can be used for a suspended sediment transport analysis [12]. The velocity standard deviation information (velocity's second-moment statistics), can be explored to obtain turbulence quantities [13,14], which will be the focus of this article. This parameter is especially of interest when analyzing and modeling complex flow situations, where strong and large secondary currents exist (3D effects), creating non-conventional turbulence distributions (non-logarithm velocity profiles), thus limiting resistance law-based approaches or hydrostatic modeling concepts.

Bedrock Rivers can present morphology variations of width and depth over small distances caused by climatic variations, abrasion, cavitation or tectonic movements. Relatively narrow and deep canyons emerge in locations of active bedrock incision, sometimes in association with tectonic fault lines [15]. Narrow canyons have flow characteristics (hydraulic radius, velocities, and turbulent effects) vastly different from less confined reaches, with the presence of vertical accelerations and secondary currents that influence the shape of the velocity profiles. Analyzing the flow in canyons of the Fraser River (Canada), Venditti et al. [16] described the flow as nonlinear and with strong secondary circulation and high levels of turbulence. At the entrance to canyon pools, they observed a plunging core of high velocity flow, which suppressed the maximum velocity below the free surface.

The objective of this paper is to obtain turbulence and secondary current information for flow analysis and model calibration in complex flow environments in a peculiar and morphologically unique submerged bedrock canyon of the Tocantins River in Brazil, a tributary of the Amazon estuary. As the canyon reach is considered an obstruction point for navigation within the important Tocantins waterway, recent studies were undertaken to evaluate and plan river engineering projects for Brazil's National Transport Infrastructure Department (DNIT).

The spatial distributions of bed shear stress $\left(\tau_{0}\right)$ and eddy viscosity $\left(v_{t}\right)$ were assessed in this river reach, based on extensive ADCP measurements collected from a moving boat to better understand the river dynamics in this submerged bedrock canyon. Using this real field-scale case study, three different approaches were used to calculate bed shear stress: the total kinetic energy (TKE) method, law of the wall method and the depth-slope product method. With the results of the TKE method, the eddy viscosity was estimated with the Boussinesq approach.

## 2. Materials and Methods

### 2.1. Bedrock Canyon of Tocantins River

The study area is named Lourenço's Rock Canyon (Figure 1), a reach of Tocantins River, one of the largest and most important rivers in Brazil. Located in northern Brazil, the Tocantins River is the main river of the Tocantins-Araguaia Basin, the second largest hydrographic basin in the country with $967,059 \mathrm{~km}^{2}$, smaller only than the Amazon River Basin.


Figure 1. (A) Geographic location of the Tocantins River and the canyon location at Lourenço's Rock; (B) Bathymetrical map (above sea level); (C) Image looking downstream during low flow condition; (D) Image looking upstream during low flow conditions and indicating the navigation channel; (E) 3D bathymetrical visualization (vertical exaggeration $=15$ ) overlaid on a satellite image and (C,D) viewing directions.

The Tocantins-Araguaia waterway is one of the main transportation routes of Brazilian products for export, such as minerals and agricultural commodities. Nowadays, the Lourenço Rock Canyon is considered one of the most significant obstructions to navigation in the Tocantins River. Despite the high depth, the canyon path presents a sharp curve and the available width is not adequate for safe navigation during the drought season and for the commonly used vessels. Moreover, through the flood season, the canyon induces strong shear flows, making navigation more difficult and less safe. According to DNIT [17,18], the Brazilian Government is investing more than U $\$ 150$ million in engineering projects to improve the navigation channel in the study area.

The submerged bedrock canyon is 6 km long, and its depth can reach 60 m (upstream and downstream of the canyon reach the river has a depth of 7 m ). The annual mean flow in the reach is $11,800 \mathrm{~m}^{3} / \mathrm{s}$, with high seasonal variations ranging from 1898 to $45,717 \mathrm{~m}^{3} / \mathrm{s}$. During the flood season, the river width is around 1.5 km , with the presence of a few rocky outcrops, high velocities and strong turbulent flow (large shear layers and longitudinal vortices). During the drought season, the flow is confined along the canyon area ( 150 m width), exposing the river bedrock at the reach. Although having smaller diameters, the presence of vortices is constant, even under low flow conditions.

According to the Brazilian Mineral Resources Research Company [19], the river reach is located between two tectonic domains, the Couto Magalhães Formation (part of the Tucuruí Group) and the Bacajá Domain (part of the Transamazonas Province). The river bed is composed of sandstone Rock
from the Itapecuru (K12it), Pastos Bons (J2pb) and Grájau (K1g) formations on the undifferentiated fractured basement (Fr). The canyon's origins can be associated with the Tucuruí Fault, caused by tectonic movements that generated a series of structural features in the lithologies and later migmatites, which also induced a dynamic metamorphic event in the rocks under green-schist facies conditions.

### 2.2. Equipment and Field Data

In April (flood season) and October (drought season) 2015, several flows and velocity measurements were performed in Lourenço's Rock Canyon using an acoustic Doppler current profiler (ADCP), model M9, series SN-3754 of Sontek Inc. (San Diego, CA, USA) [20]. The equipment was installed with fixed support on a moving boat, and the installation depth of the transducer was 0.47 m below the water surface. The equipment was coupled to a real-time kinematic (RTK) global positioning system providing sub-decimeter accuracy for the measurement coordinates.

As the boat traverses the sampling area, each vertical depth profile (ensemble) is subdivided into several cells (bins), and the velocity profile for each compass axis (easting, northing, and vertical) is calculated for each of the four inclined beams. An internal compass and tilt sensor provide compensation for boat movements. As only three beams are necessary to compute the three velocity components, additional information can be obtained when using ADCPs with four transducers (similar to the one used here), where the fourth beam provides a redundant measurement of vertical velocity, from which velocity heterogeneities and turbulence variations may be quantified. The ADCP can be operated in 3 different modes: NarrowBand, Pulse to Pulse and Broadband [21]. In NarrowBand mode, the transducers emit, in a short period (e.g., 1 s), several pulses (pings) and the water velocity is calculated based on statistical analysis of the received signals. As a result, for every ensemble profile measurement, a short time series is produced along each axis in each depth cell, with a mean velocity ( $\langle\mathrm{u}\rangle,\langle\mathrm{v}\rangle,\langle\mathrm{w}\rangle$ ) and a standard deviation ( $\sigma_{\mathrm{x}}, \sigma_{\mathrm{y}}, \sigma_{\mathrm{z}}$ ). Some ADCP brands supply all the velocity samples from the time series, allowing the user to calculate the statistics; however, the M9 only provides the results of mean velocity and standard deviation, which will be used here.

The ADCP M9 is a double frequency instrument, with four transducers $\left(25^{\circ}\right.$ from vertical) at both 1 MHz and 3 MHz . The frequency and thus cell sizes are changed automatically on-the-fly depending on the local water depth, if not configured otherwise. Along the sections in the Lourenço's Rock Canyon, the shallow margins were usually measured with a frequency of 3 MHz , and the deeper canyon with 1 MHz , both in Narrowband mode. The vertical dimension of the measurement cells $\left(\Delta Z_{\text {cel }}\right)$ varied between $0.1-0.5 \mathrm{~m}$ for the 3 MHz and $0.5-2.0 \mathrm{~m}$ for the 1 MHz . The horizontal sampling dimension is determined as a function of the boat's movement in time, and the data acquisition frequency ( $\mathrm{f}=1 \mathrm{~s}$ ). Also, there is a vertical beam of 0.5 MHz in the middle of the instrument head to improve bed level measurements. The Sontek M9 maximum depth for velocity measurements is 40 m , and some parts of the canyon were more than 50 m deep, thus resulting in larger blanking areas near the bottom. Nonetheless, the bed level was measured throughout the canyon using the vertical beam.

Although measurements are available for both flood and drought season, only the data of the flood situation have been processed so far regarding the methods presented in this manuscript. Thus, all following results are based on the flood situation only, being the more interesting one in terms of the observable features and processes.

The mean discharge during the April 2015 flood flow situation was $18,275 \mathrm{~m}^{3} / \mathrm{s}$. Several transversal sections and a longitudinal zig-zag type of measurement were undertaken along Lourenço's Rock Canyon during a short period (short enough to have discharge changes of less than $3 \%$ ). The measurement resulted in 10,531 velocity profiles (ADCP ensembles) at different points of the canyon, each having on average about 14 cells, thus resulting in approximately 140,000 3D velocity vectors. Figure 2 shows the location of the spatial measurements. Three Elevation Reference (ER) stations were installed and geo-referenced along the study area using the Global Navigation Satellite System (GNSS). The ADCP's compass was calibrated three times during the measurement. The water surface elevation measured at each point is presented in Figure 2, and the resulting mean water surface
slope ( $\mathrm{S}_{\mathrm{WS}}$ ) was $2.36 \times 10^{-4} \mathrm{~m} / \mathrm{km}$. A detailed bathymetry measurement of the area was available from previous measurements in 2012, with both single and multi-beam echosounder equipment. A DTM (Digital Terrain Model) was created (Figure 1), combining the bathymetry data with SRTM (Shuttle Radar Topographic Mission) data to complete the margin information.


Figure 2. Measurements in Lourenço's Rock Canyon; (A) ADCP trajectories with colored depth-averaged velocity vectors (April 2015); (B) River banks during high flow are shown in blue, and the location of the three gaging stations with measured values of the water surface elevation (April 2015) is presented.

### 2.3. Initial $A D C P$ Data Processing

The equipment's software Riversurveyor [20] was used to export all the velocity profiles into Matlab [22] file formats. The data coordinate system was ENU (East-North-Up), the depth reference used was the vertical beam (VB) and the boat velocity used as reference the bottom track (BT) feature. Subsequent post-processing was done using a recently programmed toolbox, VelMap [23]. The toolbox can decompose the velocity data measurements by rotation as a function of an angle chosen by the user. For the study area, an angle equal to $337^{\circ}$ clockwise from North (angle $=0^{\circ}$ ), was considered the longitudinal flow direction (x-axis), and $247^{\circ}$ as the transversal ( y -axis. This fixed coordinate system has been chosen here due to the large heterogeneities in the flow and thus difficulties in defining a consistent main flow direction. The chosen angle, however, corresponds to the overall mean velocity direction. Moreover, the toolbox uses additional parameters (SNR-signal to noise ratio, STD—standard deviation) for further processing, following instrument specifications.

Many factors affect the uncertainty of ADCP measurements, such as instrument noise and configuration, velocity fluctuations due to flow turbulence, bottom track errors, compass errors and GPS errors [6]. According to Sontek [24], the standard deviation of the velocity data can be attributed to installation and calibration problems, acoustic noise from the equipment, and velocity fluctuations from the local turbulence. Following [25,26], installation and calibration errors were considered negligible, and the standard deviation for each velocity component decomposed as:

$$
\begin{equation*}
\sigma^{2}=\sigma_{\mathrm{t}}^{2}+\sigma_{\mathrm{n}}^{2} \tag{1}
\end{equation*}
$$

where $\sigma$ is the standard deviation from the velocity data $(\mathrm{m} / \mathrm{s}) ; \sigma_{\mathrm{t}}$ is the velocity fluctuation from the local turbulence $(\mathrm{m} / \mathrm{s}) ; \sigma_{\mathrm{n}}$ is the acoustic noise effect from the equipment on the standard deviation ( $\mathrm{m} / \mathrm{s}$ ). The acoustic noise is a result of the physical process by which sound waves are dispersed by the solid particles in the water. To estimate the turbulent part of the standard deviation, previous approaches calculated the acoustic noise using different assumptions. Vachtman and Laronne [27] considered the acoustic noise equal to the minimum variance of calculated water velocities for all depth cells $\left(\sigma_{\mathrm{n}}{ }^{2}=\sigma^{2}{ }_{\text {min }}\right)$. Another approach was presented by Rennie and Church [6], who applied Equation (1), but used the average ADCP error velocity ( $\sigma_{\text {error }}$ ), instead of the acoustic noise. The average ADCP error velocity considered other uncertainties and can be calculated by the velocity difference $\left(\mathrm{V}_{\mathrm{d}}\right)$ from 2 vertical velocity measurements and the horizontal velocity error $\left(\mathrm{V}_{\mathrm{e}}\right)$. According to Sontek [24], although being a random effect, it can be assumed that acoustic noise follows a Gaussian distribution. The magnitude of the noise can vary according to the equipment frequency (F), the vertical dimension of the cell $\left(\Delta Z_{\text {cel }}\right)$ and the number of pings $(N)$ emitted in the period measured per cell. For a standard 3D ADCP measurement, the acoustic noise can be estimated with Equation (2).

$$
\begin{equation*}
\sigma_{\mathrm{n}}=235\left(\mathrm{~F} \Delta \mathrm{Z}_{\mathrm{cel}} \mathrm{~N}^{0.5}\right)^{-1} \tag{2}
\end{equation*}
$$

Developed by the same manufacturer, Equation (2) was defined for older ADCP models than the M9. Conferring with Sontek [28], there is not yet a specific noise equation for the M9. It is herein assumed that the results from Equation (2) can be used as the best approximation of the noise from the ADCP data.

All results can be visualized as velocity magnitudes along a cross-section for each mean velocity component ( $\langle\mathrm{u}\rangle,\langle\mathrm{v}\rangle,\langle\mathrm{w}\rangle$ ), related velocity fluctuations from the local turbulence ( $\sigma_{\mathrm{tx}}, \sigma_{\mathrm{ty}}, \sigma_{\mathrm{tz}}$ ) and computed flow parameters (turbulent kinetic energy $k$ and shear stress $\tau$ ), as shown in Figures 5-7, and explained in the following section. The velocity distributions show the part of the canyon with highest velocities and highest longitudinal velocities occurring in the deeper part of the channel. These effects follow the observations by Venditti et al. [16], where similar flow features were observed for a bedrock canyon of the Fraser River.

The strongest transversal velocity fluctuations occur in the canyon section. The variations of transversal and vertical velocity components indicate large and strong secondary currents induced by the canyon walls. The secondary currents in the horizontal plane were even visible as strong (boat was shaking), and large (several meters) surface vortices (Figure 3) also manifested as strong transversal velocity fluctuations. Normally, these large vortices are difficult to observe in natural rivers. However, these vortices can frequently be viewed along the canyon section during the flood season, reinforcing the river reach peculiarity.


Figure 3. Large vortices in the canyon shear-layer where steep bathymetrical gradients exist; (A) Flood event-April 2015; (B) Drought event—October 2015.

## 3. Theory and Analytical Methods

This section briefly reviews the different methods applied to calculate the local bed shear stress and eddy viscosity distributions, including discussion of details and assumptions.

ADCPs operated from moving vessels have been used in previous studies to estimate spatial flow characteristics. Flener et al. [4], Rennie and Church [6], Rennie and Millar [10], Sime et al. [11], Szupianyet et al. [29], Guerrero and Lamberti [30], are reference studies that mapped some flow characteristics, such as shear velocity, shear stress, suspended and bedload sediment transport. However, in some river structures, such as meanders, bifurcations and submerged canyons, these characteristics are more difficult to estimate because of the high turbulence levels and the nonlinear velocity profiles along the river area [31]. Three different methods to calculate the bed shear stress were compared here to evaluate the flow characteristic of the measured reach.

### 3.1. TKE Method

All the velocities can be split into mean components ( $\langle u\rangle,\langle v\rangle,\langle w\rangle$ ) and fluctuating components ( $\mathrm{u}^{\prime}, \mathrm{v}^{\prime}, \mathrm{w}^{\prime}$ ) using Reynolds decomposition, where the parentheses denote the time-averaged value, and the prime symbol the turbulent fluctuations. Results of the TKE method relate the intensity of velocity fluctuations ( $\mathrm{u}^{\prime}, \mathrm{v}^{\prime}, \mathrm{w}^{\prime}$ ) to turbulent kinetic energy (k), as described in Equation (4). Based on the hypothesis that the Reynolds stress and the variances in the region near the bottom are practically constant and proportional to the shear velocity $\left(\mathrm{u}^{*}\right)$, this method has been applied to ADCP data in studies by Lu and Lueck [21], Nystrom et al. [32], Hurther and Lemmin [33], Vachtman and Laronne [27], Liu and Wu [34]. Therefore, the shear stress was calculated as:

$$
\begin{gather*}
\tau_{0}=\mathrm{C}_{0} \mathrm{TKE}=\mathrm{C}_{0} \varrho \mathrm{k}  \tag{3}\\
\mathrm{k}=\left(\left\langle\mathrm{u}^{\prime 2}\right\rangle+\left\langle\mathrm{v}^{\prime 2}\right\rangle+\left\langle\mathrm{w}^{\prime 2}\right\rangle\right) / 2 \tag{4}
\end{gather*}
$$

where $C_{0}$ is a dimensionless constant (i.e., $C_{0}=0.18-0.21$ ) [13]; $\varrho$ is the water density (i.e., $\varrho=1 \mathrm{~g} / \mathrm{cm}^{3}$ at $15^{\circ} \mathrm{C}$ ). Using the ADCP in Narrowband mode, it is possible to combine the Standard Deviation (STD, Equation (1)) from the velocity data (for each component), and the Reynolds Decomposition to determine the temporal root mean square of the velocity fluctuations ( $\left\langle\mathrm{u}^{\prime 2}\right\rangle$ ).

$$
\begin{equation*}
\left.\sigma_{\mathrm{tx}}=\left(\mathrm{N}^{-1} \sum(\mathrm{u}-<\mathrm{u}>)^{2}\right)^{0.5}=(<(\mathrm{u}-<\mathrm{u}\rangle)^{2}>\right)^{0.5}=\left(<\mathrm{u}^{\prime 2}>\right)^{0.5} \tag{5}
\end{equation*}
$$

By rewriting Equation (4) with the other equations and directions, the shear stress for each cell ( $\tau_{0-\mathrm{TKEcel}}$ ) can be calculated using the velocity STD components of the ADCP data.

$$
\begin{equation*}
\tau_{0 \text {-TKEcel }}=\mathrm{C}_{0} \varrho\left(\sigma_{\mathrm{tx}}^{2}+\sigma_{\mathrm{ty}}{ }^{2}+\sigma_{\mathrm{tz}}^{2}\right) / 2 \tag{6}
\end{equation*}
$$

The bed shear stress ( $\tau_{0-T K E}$ ), calculated by the TKE method, can be determined by the integration of the shear stress calculated in each cell ( $\tau_{0 \text {-TKEcel }}$ ) of the vertical measurement (ensemble). For the vertical average the variance sum law was applied, where the covariance of the velocity time series between each cell should be calculated; however without the samples, this study considered that the sum of the covariance among the ensemble is equal to zero. Togneri et al. [35] used the same consideration to compare the ADCP observations with a 3D model simulation. Besides, Lu and Lueck [21] calculated the distribution (histogram) of the covariance in velocity profiles from an ADCP fixed to the bottom of a tidal channel at a depth of 30 m , during 20-min intervals in 2 different flow events. The results showed a balance between positive and negative covariance, with a mean near to zero.

The numbers of samples in each cell measurement is another relevant point. Depending on the size and duration of the turbulent features to be measured, longer averaging times are required, requiring
either anchored boat measurements [11] or slow boat movements. In the present study, the slow boat moving method with large spatial distribution was chosen to capture large-scale turbulent variations.

### 3.2. Law of the Wall Method

The log law is often used to estimate shear stress in open channels and rivers, as presented in Keulegan [36]. Based on the assumption that the velocity profile in open channel flows has a logarithmic shape, the "Law of the Wall" can be described by the von Karman-Prandtl Equation.

$$
\begin{equation*}
\mathrm{U} / \mathrm{u}^{*}=1 / \mathrm{k} \ln \left(\mathrm{z} / \mathrm{z}_{0}\right) \tag{7}
\end{equation*}
$$

where k is the von Karman constant (i.e., $\mathrm{k}=0.40$ ); U is the velocity at height z above the bed; $\mathrm{u}^{*}$ is the shear velocity, and $z_{0}$ is the roughness length. For natural rivers, considered as a hydraulically rough flow, Equation (7) can be described using the characteristic roughness length-scale $\left(\mathrm{k}_{\mathrm{s}}\right)$.

$$
\begin{equation*}
\mathrm{U}=\left(\mathrm{u}^{*} / \mathrm{k}\right) \ln (\mathrm{z})+\left(\mathrm{u}^{*} / \mathrm{k}\right) \ln \left(30 / \mathrm{k}_{\mathrm{s}}\right) \tag{8}
\end{equation*}
$$

The shear velocity and the roughness length-scale can be estimated using the velocity profile measurement by the ADCP and fitting the data to the following equation.

$$
\begin{equation*}
\mathrm{U}=\mathrm{m} \ln (\mathrm{z})+\mathrm{b} \tag{9}
\end{equation*}
$$

where $m=\left(u^{*} / k\right) ; b=\left(u^{*} / k\right) \ln \left(30 / k_{s}\right)=m \ln \left(30 / k_{s}\right)$.
The relationship between shear velocity and bed shear stress $\left(\tau_{0-\log }\right)$, by the log-law, is given by:

$$
\begin{equation*}
\tau_{0-\log }=\varrho\left(\mathrm{u}^{*}\right)^{2} \tag{10}
\end{equation*}
$$

According to Pope et al. [37], this method is only valid for steady, uniform, one-dimensional flow and its application to natural streams does have some limitations. Afzalimehr and Rennie [38] comment that the method does not hold in general and can only be considered an approximate representation of experimental data. For measurements at a single point, long time-series data are required for proper averaging. In the present study, the velocity distributions do not seem to follow a logarithmic profile, thus it was expected that this method is not applicable in detail.

Figure 4 shows a typical vertical profile of longitudinal velocities as measured in the canyon. The profile shows the features observed in the cross-section visualizations, with high velocities in deep channel regions. Unfortunately, the depth limitations of the equipment resulted in a large blanking region close to the bed. Regardless, the profile does not visually follow a log law. To minimize the velocity non-linearity problem, each velocity profile was separated in 2 parts: a non-uniform (near the water surface) and a log part (starting at the maximum velocity point in the profile). Using this assumption, only the data below the maximum velocity point were considered for the fitting processes. Several fits also resulted in negative velocities close to the bed, limiting this method further, thus not following it for the subsequent calculations.


Figure 4. Measured vertical velocity profile of longitudinal velocity (+), and fitted logarithmic curves using a different number of measured points.

### 3.3. Depth-Slope Product Method

The mean boundary shear stress equation considers a steady and uniform flow and is generally used in sediment transport studies to estimate the channel stability. In large rivers, with small slopes, it is possible to assume that the bed slope $\left(S_{0}\right)$ is parallel to the energy slope $\left(S_{e}\right)$ and the water level slope $\left(\mathrm{S}_{\mathrm{ws}}\right)$, and the hydraulic radius $\left(R_{h}\right)$ nearly equals the transect-averaged water depth ( $\langle h\rangle$ ). The application of these assumptions within the mean boundary shear stress equation is often referred to as the "depth-slope product", as presented in:

$$
\begin{equation*}
\tau_{0-\mathrm{ds}}=\varrho \mathrm{g} R_{h} \mathrm{~S}_{\mathrm{e}}=\varrho g<h>\mathrm{S}_{0} \tag{11}
\end{equation*}
$$

where $\tau_{0-\mathrm{ds}}$ is bed shear stress, by the depth-slope product method; $g$ is the gravitational acceleration (i.e., $g=9.81 \mathrm{~m}^{2} / \mathrm{s}$ ); $\langle h\rangle$ is the transect-averaged water depth ( m ); $\mathrm{S}_{\mathrm{e}}$ is the local energy slope. The transect-averaged water depth is a standard result of the ADCP measurement, and the bed slope $\left(\mathrm{S}_{0}\right)$ was considered equal to the water surface slope $\left(\mathrm{S}_{\mathrm{ws}}\right)$ measured in the field. Because of the depth difference, the ADPC cross-section data were subdivided, selecting a mean hydraulic radius of the canyon area and another value for the rest of the cross-section. Unfortunately, the simplifications presented in the depth-slope product method (steady and uniform flow) are an unrealistic representation of the spatial data condition of the measurements in Lourenço's Rock Canyon. Nonetheless, Sime et al. [11] considered it worthwhile to compare the method with other results because of its high usability. However, it has not been followed further in this manuscript.

### 3.4. Boussinesq's Hypothesis

The concept adopted in Reynolds averaging of the Navier-Stokes (RANS) created a non-linear term of the Navier-Stokes equation, called the "Reynolds stress". The term represents the influence of the turbulent fluctuations in the momentum distribution in the mean flow [39]. The coordinate system of the Reynolds stress is presented in Table 1 [40].

Table 1. Reynold Stress notation.

| Measurement | Stress Component | Plane | Direction | Velocity Gradient |
| :---: | :---: | :---: | :---: | :---: |
| $-\varrho<\mathrm{u}^{\prime} \mathrm{w}^{\prime}>$ | $\tau^{\prime}{ }_{\mathrm{xz}}$ | yz | z | $\partial<\mathrm{w}>/ \partial \mathrm{x}$ |
| $-\varrho<\mathrm{u}^{\prime} \mathrm{v}^{\prime}>$ | $\tau_{\mathrm{zx}}$ | yx | x | $\partial<\mathrm{u}>/ \partial \mathrm{z}$ |
|  | $\tau^{\prime}{ }_{\mathrm{xy}}$ | yz | y | $\partial<\mathrm{v}>/ \partial \mathrm{x}$ |
| $-\varrho<\mathrm{v}^{\prime} \mathrm{w}^{\prime}>$ | $\tau_{\mathrm{yx}}$ | zx | x | $\partial<\mathrm{u}>/ \partial \mathrm{y}$ |
|  | $\tau^{\prime} \mathrm{yz}$ | zx | z | $\partial<\mathrm{w}>/ \partial \mathrm{y}$ |
|  | $\tau_{\mathrm{zy}}^{\prime}$ | yx | y | $\partial<\mathrm{v}>/ \partial \mathrm{z}$ |

With the extra term, the equations of motion for turbulent flow can never form a closed system in which the number of equations is equal to the number of unknowns. This is called the turbulence closure problem and can be solved by eddy-viscosity models (EVM), which use Boussinesq's hypothesis.

Boussinesq's hypothesis was formulated in 1877 and is based on the analogous relationship between the viscous stresses of the laminar regime and the turbulent one, and it is assumed that the turbulent stresses are proportional to the mean velocity gradient of the flow in a similar manner as the viscous stresses (Newton's Viscosity Law) [41]. This proportionality factor was named the eddy viscosity $\left(v_{t}\right)$ and is not a physical property but is dependent on the current flow condition and turbulence levels. The correlation between the turbulent shear stress of the flow and the eddy viscosity (for the x and z coordinate axes) is described by:

$$
\begin{equation*}
\tau_{x z}^{\prime} / \varrho=-<u^{\prime} w^{\prime}>=v_{t}(\partial<u>/ \partial z+\partial<w>/ \partial x)-2 / 3 \delta_{x z} k \tag{12}
\end{equation*}
$$

where $\tau^{\prime}{ }_{x z}$ is the turbulent shear stress ( $x$ and $z$-axes), in $\left.\mathrm{kg} / \mathrm{ms}^{2} ;<u^{\prime} \mathrm{w}^{\prime}\right\rangle$ is the Reynolds Stress component ( $x$ and $z$-axes); $v_{t}$ is the eddy viscosity, in $\mathrm{m}^{2} / \mathrm{s} ; \mathrm{k}$ is the turbulent kinetic energy, in $\mathrm{m}^{2} / \mathrm{s}^{2}$; $\delta$ is the dimensionless Kronecker delta.

In natural rivers, the shear stress is the force of moving water against the bed, and the turbulent effects are the principal component ( $\tau \approx \tau^{\prime}$ ). According to Vachtman and Laronne [32], from the computed turbulent kinetic energy ( k ), based on the average of the velocity variances for a given depth above the bed, the tridimensional turbulent shear stress ( $\tau^{\prime}$ ) can be estimated using [13,42]:

$$
\begin{equation*}
\tau^{\prime}=\mathrm{C}_{1} \mathrm{TKE} \tag{13}
\end{equation*}
$$

where $C_{1}$ is a dimensionless constant (i.e., $C_{1} \approx 0.19-0.21$ ). The specific value of $C_{1}$ may not apply at all levels within the water column because it requires confirmation before using the method universally [13]. Nonetheless, this paper considered the turbulent shear stress for the water column ( $\tau_{\text {ensemble }}^{\prime}$ ) equal to bed shear stress, by the TKE method ( $C_{1}=C_{0}=0.20$ ).

The velocity gradients and a 3D vorticity field were calculated using the ADCP velocity data. However, the transversal distance between the points was on average 1.5 m , and the longitudinal reached 200 m (distance between transects). Because of the longitudinal distance between the ADCP data, it is reasonable to set the terms with longitudinal distance to zero. Considering the vertical average and applying Boussinesq's hypothesis, the turbulence eddy viscosity (for each ensemble) can be calculated as:

$$
\begin{equation*}
v_{\text {t ensemble }}=\tau_{\text {ensemble }}^{\prime} /(\varrho \omega \text { ensemble }) \tag{14}
\end{equation*}
$$

where $v_{\text {t ensemble }}$ is the turbulence eddy viscosity, in $\mathrm{m}^{2} \mathrm{~s}^{-1}, \tau^{\prime}$ ensemble is shear stress, by the TKE method $\left(\mathrm{Nm}^{-2}\right) ; \omega_{\text {ensemble }}$ is the vertical average of the 3 D vorticity along the cross-section $\left(\mathrm{s}^{-1}\right)$.

Numerical models are generally used to complement field data for further analysis. The most accessible and common models are Reynolds averaged Navier-Stokes (RANS) models, which require either the modeling or the definition of values for eddy viscosity. Usually, constant values are used, and simulations are calibrated using varying roughness values. However, under complex flow
situations, the calibration process can result in non-realistic roughness coefficients, thus non-realistic results for simulations beyond the calibrated regime. Under such conditions, varying eddy viscosity values may provide better flow representations, as adopted in Cheng et al. [39].

## 4. Results

The previously described methods have been applied to all measured velocity profiles to obtain shear stress and eddy viscosity distributions for the whole river section. First, a cross-sectional result will be shown, to illustrate the differences between shallow, regular river sections, compared to the deep canyon section. Those are followed by mapped results for the whole region.

### 4.1. Single Cross-Section

The section shown in Figure 5 is approximately 1400 m wide and has depths varying between 5 m in the shallow part down to 55 m in the canyon. The canyon itself is only 150 m wide in most of the sections. Figure 6A-F show only a part of the cross-section, between of the distances 700 to 1100 m, focusing on the canyon area.


Figure 5. Flow velocity profiles over a full cross-section (3D Velocity magnitude) (April 2015).

Applying the TKE method, the velocity data and standard deviations were used to compute the turbulent kinetic energy ( k ) in all measured cells. For situations where the instrument noise was higher than the turbulence fluctuations, the $k$ value was considered equal to zero. Afterward, all values were interpolated (natural neighbor) on an equidistant vertical grid, to eliminate changing vertical cell sizes due to frequency shifts and to extrapolate the blanking area. The value used was the ADCP maximum vertical cell size in the canyon ( 2 m ). The horizontal grid sizes were maintained (i.e., varying according to boat speed). Afterward, shear stress and eddy viscosity were computed for each cell using Equations (5) and (13). The shear stress results for the TKE method in the canyon area are shown in Figure 7.

For the horizontal analysis, a comparison between the bed shear stress of the three methods is presented in Figure 8. For the TKE method, the vertical-average was used to represent each ensemble.


Figure 6. Flow velocity profiles over the canyon part (April 2015); (A-C) Magnitude of mean velocity components $\langle\mathrm{u}\rangle$ (longitudinal), $\langle\mathrm{v}\rangle$ (transversal), $\langle\mathrm{w}\rangle$ (vertical) over cross-section; (D-F) Magnitude of turbulent velocity fluctuations.


Figure 7. Turbulent kinetic energy (k) before (A) and after (B) vertical interpolation; (C) Shear-stress distribution using the TKE method.


Figure 8. Bed shear stress distribution along the cross-section, using the TKE method, the log-law method, and the depth-slope product method.

The velocity information was processed further to identify secondary currents by computing vorticity maps over the interpolated cross-sectional velocity distributions (Figure 9). Those showed large-scale structures at the canyon walls where surface vortices were also mostly present. The large vortices most probably are induced by the shear effects of the strongly inclined canyon walls. Those secondary currents seem to be responsible for pushing the water at high velocities from the surface down into deeper regions of the canyon, creating non-logarithm velocity profiles.


Figure 9. (A) Distribution plot of the $\langle v w>$ direction (angle from up) resulting velocity in the vertical plane $\left(\langle v W\rangle=\left(\langle v\rangle^{2}+\langle w\rangle^{2}\right)^{0.5}\right)$ and schematized identification of vortex structure; (B) Vorticity ( $\omega$ ) of the canyon section part.

Applying Boussinesq's hypothesis, the spatial eddy viscosity distribution indicates a strong turbulent effect within the canyon (Figure 10). These high values are different from the homogeneous values obtained for the rest of the cross-section.


Figure 10. Eddy viscosity distribution over the cross-section, using the TKE method.

### 4.2. Spatial Distribution

The previously described processing was done for all ADCP profiles over the whole river section. The mapping was done on a regular rectangular grid with cells of $10 \mathrm{~m} \times 30 \mathrm{~m}$ (transversal $\times$ longitudinal), oriented in the mean flow direction ( $337^{\circ}$ from North). Combining the water level measurements with the bathymetry, the whole wetted region was determined by cutting a water level surface with the digital terrain model of the bathymetry. The data were then extrapolated to regions not measured. The details of the spatial interpolation are presented in Appendix A. The principal results are shown in Figure 11.


Figure 11. (A) Velocity magnitude and vector direction within the river section; (B) Shear stress distribution using the log method; (C) Shear stress distribution using the TKE method; (D) Eddy viscosity distribution based on the shear stress computed by TKE method.

## 5. Discussion and Conclusions

The measured velocity profiles in the submerged canyon showed irregular flow features, characterized by high flow velocities in the deeper part of the canyon, and large secondary currents developing at the canyon side walls. Analyzing the sections velocity field, the higher vorticity values happened around the longitudinal axis. The initial processing of the data showed high velocity fluctuations in the vertical and transversal axis, representing the strong presence of turbulence along the canyon.

The turbulent quantities associated with the ADCP data indicated a large internal shear occurring within the canyon. Those effects have been summarized by computing the bed shear stress and eddy viscosity distributions and showing distinct regions with significant differences. The shear stress
values from the depth-slope product method were considered lower than the real flow conditions, reaffirming the method limitations for high turbulence flow. The assumption used in the law of wall method assisted the curve-fitting process for non-logarithm velocity profiles. However, because of the blank area near the bottom, some curves were fitted considering negative velocities near the bottom, resulting in higher values for the bed shear stress along the canyon and some outside parts. The results from the TKE method were considered most realistic for the canyon area, with shear stress values similar to those presented in other studies with similar conditions [13]. The most significant shear stress difference happened in the canyon upstream, with values 8 times greater than outside.

The eddy viscosity distributions show reasonable results with values around the regular $1.0 \mathrm{~m}^{2} / \mathrm{s}$ used for rivers. In most of the areas of the stretch, the values were between 0.8 and $1.8 \mathrm{~m}^{2} / \mathrm{s}$. In the canyon, analyzing each section, some points reached values higher than $20 \mathrm{~m}^{2} / \mathrm{s}$. For spatial analysis, the higher value considered was 10 times higher than the other parts of the stretch.

The spatial interpolation was able to show the horizontal variation of shear-stress and eddy viscosity distributions. However, due to the longitudinal distance between the cross-sections, it was not possible to represent the velocity gradients at the $x$-direction $(\partial<v>/ \partial x$ and $\partial<w>/ \partial x)$.

The turbulent quantified values can be used with the intention to improve hydrodynamic numerical model calibrations (turbulence models) and better representation of physical processes. However, it is important to highlight the assumptions and the methodology limitations described in this paper, such as the short velocity time series and the interpolation.

To improve future field measurements, we recommend adding extra points with fixed ADCP measurements along each section to evaluate the shear stress results with an extensive time series. To improve the vertical analysis, equipment with a different frequency to check the velocity near the bottom should be used. For longitudinal analysis, the maximum distance should be only 2 times the transversal distance data.

For future analysis, a sensitivity grid test is recommended, comparing different cell sizes or applying a non-regular grid. In addition, different interpolation methods can be tested. The next steps will be to compare the results of the flood and drought season (already measured, but not processed) and to evaluate their applicability to hydrodynamic models.
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## Appendix A

For the spatial interpolation of the flow's parameters, a regular rectangular grid was developed with cells of $10 \mathrm{~m} \times 30 \mathrm{~m}$ (transversal $\times$ longitudinal). Considering the intrinsic anisotropic patterns of river systems, the grid follows the general longitudinal flow direction of the stretch ( $337^{\circ}$ from North). However, the canyon's curvature varies along the stretch, resulting in different longitudinal angles of the main flow compared to the canyon's thalweg. This characteristic results in difficult interpolation inside the canyon with coarse point density.

A similar situation happens with spatial analysis in meandering rivers, where the spatial grid does not follow the longitudinal flow direction. For a proper interpolation of a river's main channel longitudinal characteristics, Merwade et al. [43] suggested a coordinate transformation from the typical
$(\mathrm{E}, \mathrm{N})$ coordinate system to one that follows the river's main channel. The transformation consists of attributing to every point a ( $s, d$ ) coordinate, where $s$ is the distance of a cross-section to an arbitrary point that starts at the river's center path or thalweg, and $d$ the distance from a point to the intersection of the central path with the cross-section to which it belongs. The coordinate transformation can be applied to ADCP sample points using the AnyForm QGIS plugin [44]. The algorithm uses the basic concept of the method's implementation described by Guarneri [45] and described by the Equation (A1).

$$
\begin{equation*}
[\mathrm{s}, \mathrm{~d}]=\left[\mathrm{S}_{\mathrm{b}}+|\mathrm{PB}| \cos (\alpha), \psi(|\mathrm{PB}| \sin (\alpha)]\right. \tag{A1}
\end{equation*}
$$

where [] represents a matrix and bold font the vector system; $S_{b}$ is the longitudinal distance of $B$ from the arbitrary beginning; $B$ is the planimetric coordinate $\left[E_{B}, N_{B}\right]$ of the upstream point; $P$ is the planimetric coordinate $\left[E_{P}, N_{P}\right]$ of the surveyed point; $\alpha$ is the angle between the vectors $|C P|$ and $I C B I ; C$ is the planimetric coordinate $\left[E_{C}, N_{C}\right]$ of the downstream point; $\psi$ is a parameter that equals -1 for points on the right side and 1 for points to the left.

For this paper, the spatial interpolation was divided into 2 steps. First, the interpolation occurs over the deepest parts of the canyon, using the samples with bathymetry ADCP data less than 63 m above sea level. The grid was linearized by the canyon's thalweg (s-line), and the samples were interpolated with kriging interpolation. The results were re-transformed to a regular grid and combined with the other ADCP points as an input for the second step. Figure A1 presents the activity order from the first step. The second step is a simple kriging interpolation with an angle anisotropy of $337^{\circ}$ from North and an aperture angle tolerance of $20^{\circ}$. Figure A2 shows the input and output from the second step for the ADCP bathymetry data. The same interpolation procedure was applied to all variables presented in the paper.


Figure A1. (a) Bathymetry data (below 63 m ) in a regular coordinate system grid (E-N); (b) Bathymetry data transformed in the s-d grid (by s-line direction); (c) Kriging interpolation using the s-d grid; (d) Interpolated bathymetry grid along the canyon central path in a regular grid.


Figure A2. (a) All the Bathymetry data and the results from the first step at the coordinate system grid (E-N) were used as an input for the second step; (b) Bathymetry results from kriging interpolation after the second step.
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#### Abstract

The estimation of velocity profile in turbulent open channels is a difficult task due to the significant effects of the secondary flow. The present paper investigates the mechanism of the velocity-dip phenomenon, whereby the location of the maximum velocity appears to be below the free surface. Previous studies conducted in straight channels relate the mechanism of the velocity-dip phenomenon to secondary flow induced by anisotropy of turbulence. This work focuses on high-curved channels where the secondary motion, which is also induced by the channel's curvature, evolves along the bend. The width-to-depth ratio, $B / h$, is one of the most important parameters that are affecting the secondary motion entity. In particular, the present study aims to investigate the evolution of the velocity-dip along the bend for two values of the width-to-depth ratio and the applicability of the entropic model for the dip-phenomenon estimation. The results show that the velocity-dip is more accentuated for low values of the width-to-depth ratio, where the secondary motion plays a fundamental role in the distribution of the downstream flow velocity, although the velocity-dip is also present when the aspect ratio is higher than 10 . Furthermore, the velocity profiles that were estimated by applying the entropic model are in good agreement with the measured ones, especially for $B / h<10$.
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## 1. Introduction

The understanding of flow characteristics in different bed and plane shape conditions is very important in hydraulic engineering practice. In fact, the identification of such characteristics is useful in understanding the nature of turbulence and consequent transport processes.

Literature shows (among others [1,2]) that the turbulent structure in open-channel flows can be divided into three sub-regions: a wall region, which is controlled by the inner variables (flow viscosity, local shear velocity, distance normal to the boundary); an intermediate region, which is controlled both by wall and free surface proprieties; a free surface region, which is controlled by outer variables (flow depth, maximum or mean velocity).

The log law is universally accepted for the velocity distribution in the inner region; experiments (see in [2]) show that in the outer region the velocity data deviate from the log law. To express the velocity distribution in both the inner and outer regions, some authors ([3-7]) suggested including an additional term, called the wake term.

Some researchers ([8,9]), analyzing the velocity field and the importance of secondary currents over three-dimensional bedforms, also highlighted a deviation of flow from the logarithm behavior.

The effect of the free surface on turbulence is particularly important ([10,11]). Literature widely reports on the velocity-dip phenomenon due to the position of the maximum velocity below the
water surface (among others [12,13]). Although experiments (among others [13]) demonstrate that the velocity-dip phenomenon occurs if the aspect ratio of the channel width to the water depth, $B / h$, is less than 5 (see as an example in [14]), some authors (among others $[15,16]$ ) have highlighted that it occurs near the side-walls, even if $B / h$ is large. Generally, the velocity-dip increases passing from the channel axis to the side-walls. Yan et al. [17] experimentally investigated the influence of the distance from the sidewalls on the dip-position, for different values of the aspect ratios. Their results substantially validated the classification of wide and narrow open-channel flows [13], identifying two different regions in the flow field: the strong sidewall region, where the dip-position is affected only by the distance from the sidewalls; the weak sidewall region, where the dip-position is affected both by the distance from the sidewalls and by the aspect ratio.

Thus, in summary, different factors (such as the walls roughness, the distance from the sidewalls, the aspect ratio, the free-surface effect) could affect the formation and position of the velocity-dip.

The log law cannot account for the velocity-dip phenomenon and different formulations to describe the vertical distribution of longitudinal velocities in the narrow channels (i.e., for low width-to-depth ratios) can be found in literature. As an example, Yang et al. [16] proposed a dip-modified log law depending on a dip correction factor; Bonakdari et al. [18] and Absi [19] presented new formulations for the velocity distribution and dip phenomenon based on the Navier-Stokes equations. Kundu [20] presented an analytical model to predict the dip-position through the maximization of the entropy function and assuming the dip as a random variable. As discussed in [20], Kundu's model allows for the estimation of the dip-position with an accuracy that is similar to that obtained by using Yang et al.' [16] formulation.

However, the suggested models require different parameters that limit their application. Furthermore, the major part of studies that were conducted to investigate the dip phenomenon considered uniform flows in straight channels; the dip phenomenon was often related to the secondary currents, which transport low momentum fluids from the near bank region to the center and high momentum fluids from the free surface to the bed ([2,21,22]). Recently, Yang and Lee [23], analyzing the kinematic behavior of non-uniform (accelerating/decelerating) straight flows, suggested to describe the velocity-dip phenomenon through the Reynolds shear stress distribution. More recently, Moramarco et al. [24] presented a new methodology to estimate the velocity profile and the velocity-dip starting from the surface velocity evaluation. Such a methodology was based on the entropic theory, and thus, on the linear relationship between the maximum velocity, $u_{\max }$, and the mean flow velocity, $u_{m}$, through a dimensionless function $\Phi(M)$, depending on the entropic parameter, M ([25-29]).

The point is that the mechanism of dip phenomenon is not well known still today. More research on the velocity-dip mechanism and its relation with secondary motion is needed.

In such a context, the objective of the present work is to gain some insight into the relation between the velocity-dip and secondary motion in accelerating/decelerating flows. In particular, this paper focuses on high-curvature channels, where the variation of the turbulent activity of flow is strongly correlated with the evolution of the secondary motion, which also plays a fundamental role in the distribution of the downstream flow velocity ([30-32]). The study is motivated by the fact that meandering bends have radii of curvature continuously variable in stream-wise direction so that convective flow accelerations occur and the entity of secondary motion changes from cross-section to cross-section (see as an example in [32]). As literature shows ([33,34]), the width-to-depth ratio is one of the most important parameters affecting the entity of the secondary motion in a meandering stream. As an example, the experiments that were conducted by Hooke ([35]) highlighted that the "helix strength" increases as the ratio $B / h$ decreases; in a large amplitude sine-generated channel, Whiting and Dietrich ([36]) found that the effect of flow convective accelerations is more important than that of secondary circulation in "wide" meandering streams, which are characterized by $B / h>10([13,34,37])$. Termini $([33])$, analysing the flow pattern for two values of the width-to-depth ratio in a large amplitude sine-generated laboratory flume, confirmed the aforementioned behavior.

This behavior may influence the shape of the velocity profiles, and thus the entity of the velocity-dip phenomenon, along the bend.

Thus, the specific purpose of this paper is twofold: (1) to analyze the velocity-dip phenomenon along the bend for two values of the width-to-depth ratio; and, (2) to explore the applicability of the entropic model ([24]) to estimate the velocity profile and the velocity-dip phenomenon, starting from the acknowledgment of the surface velocity.

## 2. Materials and Methods

### 2.1. Experimental Dataset

The data used in the present work were collected in the ambit of previous studies that aimed to analyze the kinematic characteristics of flow along a high-amplitude meandering channel. Details of the experimental setup and measurements conditions can be found in previous works (see as an example in [33]) and only features of particular interest for the following analyses are briefly presented here.

The channel follows the sine-generated curve with a deflection angle at the inflection section $\theta_{0}=110^{\circ}$ (see Figure 1).


Figure 1. Experimental apparatus.

The channel cross-section is rectangular with width $B=0.50 \mathrm{~m}$; the fixed vertical sidewalls are of plexiglass and the bed, with longitudinal centerline slope $S=0.371 \%$, is flat and made of quartz sand ( $d_{50}=$ medium sediment diameter $=0.65 \mathrm{~mm}, \sigma_{g}=$ geometric standard deviation $=1.34$ ). The meandering channel is around 25 m long in order to accommodate two meander wavelengths; the upstream and downstream ends of the meandering channel are connected to two straight channels 3 m and 2 m long, respectively.

In the present paper, the data collected during two runs conducted with two different values of flow discharge have been used: Run 1 was conducted with a flow discharge of $Q=0.019 \mathrm{~m}^{3} / \mathrm{s}$ (channel-averaged flow depth $h=5.5 \mathrm{~cm} ; B / h=9.09<10$ ); Run 2 was conducted with a flow discharge $Q=0.007 \mathrm{~m}^{3} / \mathrm{s}$ (channel-averaged flow depth $h=3.0 \mathrm{~cm}, B / h=16.67>10$ ). Herein, in accordance with other authors ([13,34]), $B / h<10$ indicates "small" width-to-depth ratio and $B / h>10$ indicates "large" width-to-depth ratio.

During each run, the water surface was measured using a Profiler Indicator PV09 (Delft Hydraulics) with precision of 0.1 mm . The instantaneous local longitudinal and transverse velocity components were measured in cross-sections spaced about 50 cm or so apart, starting from the first inflection section of the meandering channel (see Figure 1), by using a two-dimensional (2D) side-looking Acoustic Doppler Velocimeter (ADV) manufactured by SonTek Inc. (San Diego, CA, USA), in points spaced of $1-1.5 \mathrm{~mm}$ along the verticals of nine transverse abscissas symmetrically to the
channel axis (see details in [33]). Bearing in mind the specific aim of the present work, our attention is focused only on the longitudinal velocity component. Furthermore, in the present work attention concerns only two consecutive inflection sections (sections A and C of Figure 1) and the apex section B of Figure 1.

### 2.2. Pertinent Aspects and Summary of Previous Results

Before proceeding further, it seems important to briefly summarize here some peculiar results of investigations performed in the same meandering flume of that considered in this work:

- $\quad$ Termini ([33]) conducted experiments under the hydraulic conditions that are considered in the present work in order to examine the effect of the continuously changing channel's curvature on flow pattern. She verified that, because of the changing channel curvature, the flow accelerates near the outer bank from the beginning of the bend to the inflection section downstream and decelerates near the inner bank. The flow accelerated zone is more evident for $B / h>10$ than for $B / h<10$. Such a different behaviour is caused by the secondary circulation that develops more significantly in the case of $B / h<10$ than in the case of $B / h>10$, and that attenuates the effect of the convective acceleration close to the outer bank (see also in [31]).
- Termini and Moramarco ([29]) investigated the effect of the downstream variation of the channel's curvature on the applicability of the linear entropic relationship between the maximum velocity, $u_{\max }$, and the mean flow velocity, $u_{m}$, through a dimensionless parameter $\Phi(M)$. As result, they observed that the ratio $u_{m} u_{\max }$, and thus the value of the parameter $\Phi(M)$, varies along the bend. In particular, Termini and Moramarco ([29]) demonstrated that, in contrast to what observed in straight channels ([28]) where $\Phi(M)$ assumed a value that was almost constant and on average equal to 0.65 , along the meandering bend the parameter $\Phi(M)$ increases passing from the inflection section to the apex section and decreases from the apex section to the inflection section downstream, assuming a value of around 0.8 close to the apex section and of around 0.6 at the inflection section. This behavior can be observed from Figure 2, where the values of the parameter $\Phi(M)$, as obtained by Termini and Moramarco ([29]), along the bend are reported.


Figure 2. Values of $\Phi(M)$ obtained by Termini and Moramarco ([20]) along the meandering bend.

## 3. Results

### 3.1. Measured Velocity Profiles and Effect of the Aspect Ratio on the Velocity-Dip

The time-averaged longitudinal velocity, $u$, was estimated for each measurement point by using the series of the measured instantaneous longitudinal velocity component. Thus, the
$u$-profiles (hereafter denoted as "measured profiles") were estimated for each measurement vertical. Then, the distance $\delta$ (dip) between the maximum of flow velocity below the water surface was evaluated for each vertical measured profile.

From the analysis of all the measured profiles appeared clear that the dip-phenomenon occurs for both the width-to-depth ratios. But, the value of the dip decreases as the width-to-depth ratio increases. As an example, Figure 3 shows the velocity profiles that were measured in peculiar verticals (i.e., where the dip was evident) of the examined sections for both the aspect ratios. Furthermore, it was observed that, while in Run 1 (i.e., for $B / h<10$ ) the velocity-dip is evident in all the measured profiles, in Run 2 (i.e., for $B / h>10$ ), the velocity-dip is especially evident in the regions that are close to the banks. This behavior is consistent with previous literature findings obtained in straight channels (among others $[2,13]$ ).

The entity of the distance $\delta$ (dip) varies along the bend. This behavior can be observed from Table 1, where the values of the distance $\delta$ determined for each measured profile as percentage of the local flow depth are reported for both runs, and from Figure 4, which compares the $\delta$-values that were estimated in the apex section and in the inflection sections for both the width-to-depth ratios. From Table 1 and Figure 4, it can be noted that the velocity-dip is more evident when the aspect ratio $B / h$ is less than 10 , but it is also present when the aspect ratio $B / h$ is higher than 10 . In particular, as Table 1 shows, in average, the dip assumes a value of around $53 \%$ of the flow depth in Run 1 (i.e., for $B / h<10$ ) and of around $34 \%$ of the flow depth in Run 2 (i.e., for $B / h>10$ ).


Figure 3. Measured profiles at peculiar verticals of the examined sections: (a) Run 1 ( $B / h<10$ ); (b) Run $2(B / h>10) ; x / B$ indicates the relative distances from the left (outer) bank.

This is probably due to the fact that, as literature demonstrates ([32,35]), the entity of the secondary circulation increases as the ratio $B / h$ decreases. Thus, the observed behavior also indicates that the evolution of the velocity-dip phenomenon along the bend is strongly related to the evolution of the cross-sectional secondary motion along the bend itself.

Figure 4 also indicates that, for $B / h<10$, the velocity-dip always assumes significant values: at the inflection section upstream, the velocity-dip has the higher values that are close to the left (outer) bank; at the apex section high values of the velocity-dip occur almost in the whole cross section until that at the inflection section downstream $\delta$ assumes the higher values close to the right (inner)
bank. For $B / h>10$, the velocity-dip assumes always very small values and the higher values of the velocity-dip can be found close to the left (outer) bank at the apex section.

Table 1. $\delta$-values estimated for each measured profile as percentage of the local flow depth.

(a)



(b)

Figure 4. Velocity-dip phenomenon in each examined section: (a) $B / h<10$; (b) $B / h>10$.

### 3.2. Application of the Entropic Model to Estimate the Velocity-Dip Phenomenon

Recently, Moramarco et al. ([24]) developed an iterative procedure to estimate the velocity profile and the velocity-dip based on the entropy profile, which can be written as:

$$
\begin{equation*}
u(x, z)=\frac{u_{\max , v}}{M} \ln \left[1+\left(e^{M}-1\right) \frac{z}{D-\delta} \exp \left(1-\frac{z}{D-\delta}\right)\right] \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
u_{\max , v}=\frac{u_{\text {surf }}}{\frac{1}{M} \ln \left[1+\left(e^{M}-1\right) \delta e^{1-\delta}\right]} \tag{2}
\end{equation*}
$$

where $u_{\max , v}$ is the maximum velocity along the each measurement vertical, $D$ is the water depth, $z$ is the distance of the velocity point from the bed, $x$ is the distance of the considered vertical from the left bank, and $M$ is the entropic parameter, which can be estimated by using the entropic relation ([25]):

$$
\begin{equation*}
u_{m}=\left(\frac{e^{M}}{e^{M}-1}-\frac{1}{M}\right) u_{\max }=\phi(M) u_{\max } \tag{3}
\end{equation*}
$$

where $u_{\max }=\max \left[u_{\max , v}\right]$ which is located at $z$-axis. The velocity-dip is estimated by using the modified expression proposed by Yang et al. ([16]), written as ([24]):

$$
\begin{equation*}
\delta^{\prime}(x)=a_{p}+\delta(x) \text { with } \delta=1+1.3 e^{-x / D} \tag{4}
\end{equation*}
$$

where $a_{p}$ is an iterative parameter representing the dip at $z$-axis, and which is updated at each iteration, $p$, by adding a constant value $(0.001 \mathrm{~m})$, and starting from the initial value $a_{1}=0.0001$.

By inspecting Equations (1)-(4), it is clear that, in contrast to other formulations that are proposed in literature to estimate the velocity profile and the velocity-dip (among others [4,12,13]), the aforementioned procedure only depends on parameters that have a clear physical meaning and are easily measurable.

Starting from the observed surface velocity, $u_{\text {surf }}$, and the knowledge of $\Phi(M)$, the maximum velocity $u_{m a x, v}$ and the velocity-dip are computed, respectively, through Equations (2) and (4) by initializing $a_{p}=a_{1}$. Then, the velocity profiles are computed through Equation (1) and the maximum velocity $u_{\max }=\max \left[u_{\max , v}\right]$ is assessed. Once the velocity profiles are identified, the mean flow velocity, $u_{m}$, can be assessed by applying the velocity area method ([38]) at the estimated velocity profiles; therefore, the ratio $\Phi_{c o m}\left(M_{1}\right)=\frac{u_{m}\left(a_{1}\right)}{u_{\max }\left(a_{1}\right)}$ can be computed by Equation (3). The iterative procedure ends when the optimal value of $\Phi_{\text {com }}\left(M_{p}\right)$ is achieved in accordance with:

$$
\begin{equation*}
\Phi\left(M_{o b s}\right)-\Phi\left(M_{p}\right)=\text { minimum } \tag{5}
\end{equation*}
$$

Thus, for each measurement vertical and for each run, the velocity profiles (hereon called as "estimated velocity profiles") have been determined by applying the aforementioned iteration procedure and starting from the acknowledgment of the measured surface velocity. Figure 5 shows, as an example, the comparison between the measured and the estimated velocity profiles in the selected measurement verticals. From this figure, it can be observed that the estimated velocity profiles are in good agreement with the measured ones. This is especially evident in the case of $B / h<10$.


Figure 5. Comparison between measured and estimated profiles: (a) $B / h<10$; (b) $B / h>10$.

The good fit between all of the $\delta$-values determined from the estimated velocity profiles and those that were obtained from the measured velocity profiles has been verified by using the root mean squared error $(\sigma)$ as indicator. It is:

$$
\begin{equation*}
\sigma=\sqrt{\frac{\sum_{i=1, N}\left(\delta_{i, m}-\delta_{i, e}\right)^{2}}{N}} \tag{6}
\end{equation*}
$$

where $\delta_{i, m}$ and $\delta_{i, e}$ are the $\delta$-values determined, respectively, from the measured and from the estimated profiles, $N$ is the total number of measurements that are considered for each profile. Figure 6 reports the pair of values ( $\delta_{i, m}, \delta_{i, e}$ ) and the line of perfect agreement (bisector line). The error bar is defined by the value of $\sigma$. As shown in Figure 6, with a few exceptions, the points arrange around the bisector line and the $\sigma$ is quite low in comparison to the magnitude of the measured values.


Figure 6. Comparison between estimated and measured $\delta$-values.

## 4. Discussion and Concluding Remarks

The mechanism of the dip phenomenon is investigated in a high-amplitude meandering channel, which is characterized by radii of curvature continuously variable in stream-wise direction, and, as previous findings indicate (see as an example [31,32]), convective flow accelerations occur and the entity of secondary motion changes along the bend modifying the turbulent activity at the channel's boundaries.

As it should be clear from the "Introduction", previous researches that were conducted in straight channels relate the velocity-dip to the secondary currents occurring especially in narrow channels where the side-walls effect is strong. Experiments (see among others in $[2,13]$ ) show that in narrow channels the side-walls produce anisotropy of turbulence but the velocity-dip is also determined by the free-surface effect. In wide channels, there is a central area where the side-wall effect disappears and only the free-surface effect occurs.

The results obtained in this work have shown that the velocity-dip phenomenon is more accentuated for low aspect ratio $(B / h<10)$, but it is also present for large aspect ratio $(B / h>10)$. In particular, in the first case, the velocity-dip, $\delta$, assumes always significant values, but it varies along the bend. In particular, at the inflection section upstream it is more accentuated close to the left (outer) bank; then at the apex section high values of the velocity-dip occur almost in the whole cross section until that at the inflection section downstream $\delta$ assumes the higher values close to the right (inner) bank. For high aspect ratio, the velocity-dip assumes always very small values and, in accordance with results obtained in straight channels, the dip-phenomenon assumes the lower values especially in the
central region of the cross section. Furthermore, the variation of the $\delta$-values along the bend that were observed for high aspect ratio is less evident than that observed for low aspect ratio.

Termini ([32]), by using data collected in the same channel as that considering in the present work for $B / h<10$, verified that, as the curvature increases along the bend, the advective momentum transport by the cross-circulation increases determining the deformation of the vertical distribution of the downstream flow velocity (see also in [30]). This behavior suggests that the evolution of the velocity-dip phenomenon along the bend is strongly related to the evolution of the cross-sectional secondary motion.

The results have also shown that the entropic model allows for adequately estimating the velocity-dip, especially in the case of $B / h<10$. This allows for us to evaluate the velocity profile and the dip phenomenon, starting from the acknowledgment of the measured surface velocity and by considering the easily measurable parameters.

In conclusion, the reported results confirm that the velocity-dip varies along the channel depending on the variation of the secondary motion; the velocity-dip could be easily estimated through the application of the entropy model.

Based on the obtained results, future research will be oriented towards estimating the relation between the secondary motion and the entropy-evaluated velocity-dip.
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#### Abstract

Turbulence measurement of a dense jet perpendicularly issued into a crossflow is investigated experimentally. The flow-velocity components were extensively measured with a high frequency Acoustic Doppler Velocimeter (ADV) system, whereas, a Micro Scale Conductivity Temperature instrument was used to measure the jet salinity. Special attention is given to understand the jet flow-structures in the flow symmetry plane. The flow velocity-fields, the jet trajectory, the turbulence intensities, the turbulent kinetic energy, the turbulent length scales, and the dispersion coefficients have been analyzed. The flow velocity-fields show that the dense jet is characterized by two distinct regions: an ascending region, of jet-like mixing, and a descending region of plume-like mixing. In this study, a new scaling approach of the jet trajectories, based on the jet characteristic length scales, is proposed, leading to an empirical closed-form expression to predict the jet trajectory. The turbulence analysis shows that the jet is accompanied by high levels of flow-turbulence intensities and large kinetic energy production. The results of the turbulent length scales indicate that the ambient flow-field, without jet effect, is an isotropic process. However, in the jet flow-field, a significant spatial-variation of the turbulent length scales was observed, indicating an anisotropic process. The trends of the dispersion coefficients follow those of the turbulent length scales. In comparison with the ambient flow, the jet flow-field shows a decrease of the longitudinal dispersion coefficient and an increase of the vertical one, leading to the increase of the jet width.
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## 1. Introduction

The mixing of discharged fluids with a surrounding natural fluid is of primary concern for a wide range of engineering and environmental applications, i.e., the discharge of wastewater in receiving natural water bodies, the ascending motions of thermals in the atmosphere, the dynamic of volcanic eruption columns, the fuel injection in combustion chambers, the engineering propulsion systems, the propagation of smoke in free or enclosed spaces [1]. Brine discharge from desalination plants, as an example, is the concern of many countries around the world. Many nations, having very scarce water resources or suffer water shortages, are being forced to develop alternative sources derived from seawater desalination to meet the demand for freshwater. The brine is typically discharged into a receiving water body (coastal water, ocean, river, lake) as a turbulent jet (Figure 1) [2], reflecting a number of complex hydrodynamic phenomena and affecting the ecosystem services. Discharge systems need to be well designed to achieve a rapid mixing of the discharged brine, reducing environmental impacts. Therefore, a good knowledge of the interaction between a discharge system (e.g., dense jet) and a receiving water environment is required to promote best environmental management practices.


Figure 1. Schema of a brine discharge system at a desalination plant [2].

The effluent jet properties are usually different than the environmental water properties, i.e., the temperature, the density, the salinity, the chemical composition, the buoyancy-induced rise or fall of the discharged flow. Since all components of aquatic ecosystems are very sensitive to any water quality changes, a rapid and maximum dilution of the jet discharge within the ambient flow is a key solution to keep the ecosystem healthy and sustainable. Mixing of turbulent jets within surrounding environment was the topic of numerous experimental, analytical and numerical studies [3-18].

Using a three-dimensional laser-induced fluorescence (3DLIF), Gungor and Roberts [19] carried out a series of laboratory experiments on the dilution of vertical dense jets in a flowing current. The investigators observed that the jet reveals very complex flows, spatially varying and depend on the current speeds $u_{r} F$, where $u_{r}$ is the ratio of ambient to jet velocity and $F$ is the jet densimetric Froude number. These complex phenomena make the jet difficult to numerically manage. Thanks to the extensive jet-concentration measurements, the authors obtained a detailed three-dimensional picture of the jet structure within the surrounding environmental flow. They indicated that, at low speeds ( $u_{r} F<0.5$ ), the jet descending flow is strongly asymmetric and of complex hydrodynamic structure, experiencing a sharp curvature at its terminal rise height. At $u_{r} F=0.9$, a slight asymmetry occurs in the ascending region, whereas, an almost vertical symmetry of the jet was observed in the descending region. Recently, Ben Meftah et al. [18], analyzing the same data of the present study but focusing on the vortical structure of the jet, definitely confirmed the formation of counter-rotating vortex pair (CRVP) through both the ascending and descending jet regions, a topic of conjecture in many previous studies without any experimental demonstration.

Both studies of Gungor and Roberts [19] and Ben Meftah et al. [18] indicated that, at high speeds ( $u_{r} F>2$ ), the jet undergoes rapid dispersion in the receiving water body by the effect of the ambient flow-turbulence. This significantly reduces the negative-buoyancy effect of the jet, leading to the disappearance of the descending region. At $u_{r} F>2$, the dense jet almost behaves as a momentum jet discharged into a crossflow $[5,14,20,21]$.

Analysis of vortex system of turbulent jets, issuing into a crossflow [5,6,22-25], suggested that the CRVP increase entrainment of the crossflow into the jet, leading to better jet mixing. Kaminski et al. [26] depicted that, at small scale, the agents of entrainment are turbulent eddies, which form a mixing layer between the jet and its surrounding flow. The diffusion/mixing processes strongly depend on the strain rates and/or scalar dissipation rates. Danckwerts [27] indicated that the mixing process is a breaking-up of a clump of fluid from large scales to smaller scales, leading to differences in scalar concentration values. The author pointed out that the mixing degree in flow fields can be mainly expressed by two statistically-defined quantities: a scale and an intensity of segregation. In the case of turbulent flows, the scale and intensity of segregation are analogous to the turbulent
length-/time-scale and the turbulence intensity, respectively. The determination of such scales requires adequate measurements/simulations of the flow turbulence. Recently, Galeazzo et al. [28] have focused on the study of turbulent mixing within a jet in crossflow, comparing experimental results with those of numerical simulations. The authors used a combination between planar particle image velocimetry and laser induced fluorescence to measure the turbulent velocity and concentration flow fields. The comparison of their experimental results with simulated results, using RANS and LES, showed that the mean jet velocity field was well described, however, the turbulent quantities, such as the Reynolds stresses and the predicted turbulent mixing, were not in good agreement with the experiments.

Due to the complexity of turbulent jet flow structure and its challenging numerical simulation, in the present study, we will experimentally try to examine some turbulence characteristic parameters of a dense round jet vertically discharged into a flowing current. The flow velocity-fields, the jet trajectory, the turbulence intensity, the turbulent kinetic energy, the turbulent length-scales, and the dispersion coefficients will be specifically analyzed. These parameters are very helpful for validation and calibration of numerical models of dense jets.

## 2. Theoretical Analysis

An inclined dense jet discharged into a flowing current [19,29,30] can almost be characterized by two distinct phases: (i) a rapid ascent phase; and (ii) a gradually descent phase [18]. During the ascent phase, the jet behaves as a momentum pure jet discharged into a crossflow. With a small value of $u_{r}$, the jet is only weakly affected near the exit, penetrating uprightly into the crossflow before bending over. During the descent phase, the jet changes to a kind of negatively buoyant jet/plume; its velocity significantly reduces, the downward buoyant forces cause the discharge to gradually fall back and its trajectory impacts the bottom at a downstream distance $x_{i}$. Near the bottom, the discharge laterally spreads in all directions, forming a bottom layer of spreading density current of thickness $z_{L}$.

Figure 2 shows a definition sketch of a typical dense jet discharged normally to a main shallow flow of depth $H$. The jet consists of a vertical (of an angle relative to the horizontal $\theta=90^{\circ}$ ) round nozzle, of a diameter $D$ and a port height $z_{0}$, which releases effluent of an initial density $\rho_{0}$ into a channel crossflow of fluid density $\rho_{a}$, with $\rho_{a}<\rho_{0}$. The jet discharges at an initial velocity $U_{0}$ in a uniform channel/ambient flow of mean velocity $U_{a}$. The effluent consists of saltwater solution of initial conductivity $c_{0}$ and that of the ambient flow is $c_{a}, c_{a}<c_{0}$. Figure 2 also shows the jet trajectory. In Figure $2, z_{t}$ indicates the maximum rise height of the jet trajectory occurred at the downstream distance $x_{t}$. All the basic symbols and the system of coordinates are clearly indicated in Figure 2.


Figure 2. Definition sketch of the vertical dense jet in shallow water. The jet trajectory (jet axis or centerline) is indicated by the dashed-dot curve.

The exact equations describing a negative buoyant jet flow are generally the unsteady Navier-Stokes and the concentration equations. Direct numerical resolution of turbulent jet flow, at the small-scale motions, remains a challenge for engineers and scientists. The statistical approach, however, is more feasible, averaging the motion equations over time. The continuity equation is:

$$
\begin{equation*}
\frac{\partial\left(\rho U_{i}\right)}{\partial x_{i}}=0 \tag{1}
\end{equation*}
$$

The momentum equations are:

$$
\begin{equation*}
\rho\left(\frac{\partial U_{i}}{\partial t}+U_{j} \frac{\partial U_{i}}{\partial x_{j}}\right)=\frac{\partial}{\partial x_{j}}\left(\mu \frac{\partial U_{i}}{\partial x_{j}}+\tau_{i j}\right)-\frac{\partial p}{\partial x_{i}}+\rho g_{i} \tag{2}
\end{equation*}
$$

The time-averaged concentration equation, neglecting the molecular diffusion against the turbulent diffusion, is:

$$
\begin{equation*}
\frac{\partial C}{\partial t}+\frac{\partial U_{i} C}{\partial x_{i}}=-\frac{\partial}{\partial x_{i}}\left(U_{i}^{\prime} C^{\prime}\right)=\frac{\partial}{\partial x_{i}}\left(K_{i} \frac{\partial C}{\partial x_{i}}\right) \tag{3}
\end{equation*}
$$

where $\rho$ is the fluid density, $U_{i}(=U, V, W)$ are the mean velocity components in the $x_{i}(=x, y, z)$ directions, in which $x, y$ and $z$ are the streamwise, the spanwise and the vertical directions, respectively, $t$ is the time, $\mu$ is the dynamic viscosity, $\tau_{i j}=-\rho U_{i}{ }^{\prime} U_{j}^{\prime}$ is the time-averaged stress of $u^{\prime}{ }_{i} u_{j}{ }_{j}(t)$ over the length of the time series, $p$ is the fluid pressure, $g^{\prime}=\left[\left(\rho_{0}-\rho\right) / \rho\right] g$ is the reduced gravity, $g$ is the gravity acceleration, $C$ is the mean fluid concentration, $U^{\prime} C^{\prime}$ is the time-averaged concentration transport by turbulent velocity fluctuations $u^{\prime}{ }_{i} c(t)$ over the length of the time series and $K_{i}\left(=K_{x}, K_{y}, K_{z}\right)$ is the dispersion coefficient in the $x_{i}(=x, y, z)$ directions, respectively. The instantaneous velocity and concentration are defined as $u_{i}(t)=U_{i}+u_{i}{ }^{\prime}(t)$ and $c(t)=C+c^{\prime}(t)$, where $u_{i}=(u, v, w)$ in the $x, y$ and $z$ directions, respectively, and $u_{i}^{\prime}=\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ is its fluctuation, while $c^{\prime}$ is the concentration fluctuation. The second member of the left-hand side of Equation (3) describe the advection of the solute in the three directions. The dispersion coefficient in the right-hand side of Equation (3) aggregate all the turbulent diffusion in the three directions.

At high Reynolds numbers, the turbulence is assumed to be at equilibrium, i.e., the production term is of order of the dissipation term. The turbulent kinetic energy of velocity fluctuations cascades from large to small scales of motion. In the analysis of the flow-dispersion interaction, the turbulent kinetic energy (TKE) is important in determining the turbulent dispersion coefficient and thus the mass transport [31]. At equilibrium, the transport equation of the turbulent kinetic energy is expressed as:

$$
\begin{equation*}
\frac{\partial k}{\partial t}+\frac{\partial U_{i} k}{\partial x_{i}}=-\frac{\partial}{\partial x_{i}}\left(\frac{1}{\rho} U_{i}^{\prime} P^{\prime}+U_{i}^{\prime} k^{\prime}\right)=\frac{\partial}{\partial x_{i}}\left(D_{i} \frac{\partial k}{\partial x_{i}}\right) \tag{4}
\end{equation*}
$$

where $k=1 / 2 U_{i}{ }^{\prime} U_{i}{ }^{\prime}$ is the time-averaged turbulent kinetic energy of $1 / 2 u_{i}{ }^{\prime} u_{i}{ }^{\prime}(t)$ over the length of the time series, $U_{i}{ }^{\prime} P^{\prime}$ is the time-averaged pressure diffusion of $u_{i}{ }^{\prime} p^{\prime}(t), U_{i}{ }^{\prime} k^{\prime}$ is the time-averaged turbulent transport of $1 / 2 u_{i}{ }^{\prime} u_{i}{ }^{\prime} u_{i}{ }^{\prime}(t)$ and $D_{i}$ is the turbulent diffusion coefficient.

The dispersion coefficients, $K_{i}$, and the turbulent diffusion coefficients, $D_{i}$, are strongly flow dependent, varying with the flow field, especially in the case of a dense jet discharged into a flowing current. These coefficients are properties of the flow. Therefore, the obvious question that arises for any numerical simulation of the dense jet is: what are the values of these coefficients in any particular situation and positions within the jet/ambient flows and how do they depend on the measured mean properties of the flow.

Since the dimensions of $D_{i}$ must be length squared per time, lending to a product of a velocity scale and a length scale, a physical meaningful expression of $D_{i}$ can be obtained as:

$$
\begin{equation*}
D_{i} \sim(k)^{\frac{1}{2}} L_{i} \tag{5}
\end{equation*}
$$

where $L_{i}$ is a characteristic eddy length scale and $(k)^{1 / 2}$ is a turbulent velocity scale.
Analogous to the expression of $D$ in Equation (5), it is also possible to assume that the net dispersion coefficients of Equation (3) could be proportional to:

$$
\begin{equation*}
K_{i} \sim(k)^{\frac{1}{2}} L_{i} \tag{6}
\end{equation*}
$$

On another hand, by assuming that the Boussinesq approximation is valid and the flow is fully turbulent, the initial properties of an inclined dense jet discharged into a cross-flow is characterized by its discharge volume flux $Q_{0}$, its momentum flux $M_{0}$ and its buoyancy flux $B_{0}$, defined as:

$$
\begin{equation*}
Q_{0}=U_{0} A_{0} ; M_{0}=Q_{0} U_{0} ; B_{0}=g^{\prime} Q_{0} \tag{7}
\end{equation*}
$$

where $A_{0}=\pi D^{2} / 4$ is the jet source area. These fluxes can be combined with the ambient velocity, $U_{a}$, to provide some relevant length scales, such as:

$$
\begin{equation*}
l_{M}=\frac{M_{0}^{3 / 4}}{B_{0}^{1 / 2}} ; \quad l_{m}=\frac{M_{0}^{1 / 2}}{U_{a}} ; \quad l_{Q}=\frac{Q_{0}}{M_{0}^{1 / 2}} \tag{8}
\end{equation*}
$$

Briefly, $l_{M}$ is the jet-to-plume length and measures the relative importance of the initial momentum flux against the buoyancy flux, differentiating the region of jet-like mixing dominance from the region of buoyancy dominance (for $z / L_{m} \ll 1$, as an example, the initial momentum effect will be dominant over the bouncy effec), $l_{m}$ is the jet-to-crossflow length scale and measures the relative importance of the initial excess momentum flux to the ambient flow-velocity (for $z / l_{m} \ll 1$, the jet velocity is so much higher than the ambient velocity and then a momentum jet will be vertically grown within the ambient flow), and $l_{Q}$ is the discharge length scale and indicates the distance over which the volume flux of the entrained ambient fluid becomes approximately equal to the initial volume flux (for $z / l_{Q}<10$, the jet diameter will have a direct effect on the flow characteristics) [19,32].

Defining a velocity scale [19] as:

$$
\begin{equation*}
U_{c}=\frac{B_{0}^{1 / 2}}{M_{0}^{1 / 4}} \tag{9}
\end{equation*}
$$

For vertical jets ( $\theta$ is invariant) discharged in large channels (with no effect of side walls on the $j e t)$, any dimensionless jet property $\Phi$ can be expressed as:

$$
\begin{equation*}
\Phi=f\left(\frac{l_{M}}{l_{Q}}, \frac{U_{a}}{U_{c}}\right) \tag{10}
\end{equation*}
$$

The ratio $l_{M} / l_{Q}$ in Equation (10) is proportional to the jet densimetric Froude Number $F$ as:

$$
\begin{equation*}
\frac{l_{M}}{l_{Q}}=\left(\frac{\pi}{4}\right)^{-1 / 4}\left(\frac{U_{0}}{\left(D g^{\prime}\right)^{1 / 2}}\right)^{1}=\left(\frac{\pi}{4}\right)^{-1 / 4} F \tag{11}
\end{equation*}
$$

According to Gungor and Roberts [19], the dynamical effect of the ambient current is mainly determined by the ratio of the ambient velocity to the characteristic velocity $U_{a} / U_{c}$, which is also equal to $l_{M} / l_{m}$. For round jet nozzle this ratio can be expressed as:

$$
\begin{equation*}
\frac{U_{a}}{U_{c}}=\left(\frac{\pi}{4}\right)^{-1 / 4} u_{r} F \tag{12}
\end{equation*}
$$

Equations (10)-(12) clearly indicate that all the dependent geometric scales of the flow, such as $x_{t}$, $x_{i}, z_{t}$ can therefore be written as:

$$
\begin{equation*}
\frac{x_{t}}{D F}, \frac{x_{i}}{D F}, \frac{z_{t}}{D F}=f\left(F, u_{r} F\right) \tag{13}
\end{equation*}
$$

taking into account that $l_{M}$ is proportional to $D F$.
Gungor and Roberts [19] and Roberts and Toms [33] observed that, for $l_{Q} \ll l_{M}$ ( $F \gg 1$ ), the dynamic effect of the source volume flux becomes negligible, and then $F$ does not appear as an individual variable. After these assumptions Equation (13) becomes:

$$
\begin{equation*}
\frac{x_{t}}{D F}, \quad \frac{x_{i}}{D F}, \quad \frac{z_{t}}{D F}=f\left(u_{r} F\right) \tag{14}
\end{equation*}
$$

## 3. Experimental Method

Experiments were carried out in a closed circuit flume, specifically designed for the study of buoyant jets, at the Coastal Engineering Laboratory (LIC) of the Department of Civil, Environmental, Land, Building Engineering, and Chemistry of the Polytechnic University of Bari (Italy). The system consists of a rectangular channel made of glass, 15 m long, 4 m wide and 0.4 m deep (Figure 3). The fresh water at ambient temperature is supplied from a downstream big metallic tank, by means a centrifugal electro-pump to an upstream steel tank. The upstream tank is equipped with a side-channel spillway with adjustable height in order to maintain constant flow-head condition. The overflowing water reaches again the downstream tank. The pumped and overflowed flow rates are measured by means two electromagnetic flow meters, mounted on the channel system. To create a smooth flow transition, damping inlet turbulence, from the upstream tank to the flume, a set of stilling grids were installed in the outlet of the upstream tank.


Figure 3. General sketch of the laboratory flume with the jet flow. For the sake of simplicity, only one vertical profile is qualitatively presented to show the sampling locations, the same sampling locations are repeated at different downstream locations $x / D$ along the plane of flow symmetry.

The second part of the laboratory model consists of a dense jet hydraulic system. To mix tap/fresh water with salt $(\mathrm{NaCl})$, a large cylindrical storage tank made by fiberglass, of maximum volume $6 \mathrm{~m}^{3}$, is used. The tank is equipped with four compressed air jets, installed on two levels at opposite positions, to mix the salt with the fresh water. The saltwater is pumped through a pipeline to the jet nozzle. This pipeline is equipped with a regulating valve and a magnetic flow meter to provide a well-defined flow discharge. The jet nozzle is of diameter $D=10 \mathrm{~mm}$, vertically mounted in the flume center at a port height $z_{0}=10 \mathrm{~mm}$ above the flume bottom.

In order to elucidate the three-dimensional characteristics of the vertical dense jet, both the velocity and the salinity flow fields were measured at several sampling locations along the plane of flow symmetry $(y=0)$ and at different cross-sections downstream the jet source $(x=0)$. Since the grid spacing of samples is $\mathrm{O}(1 \mathrm{~cm})$, the measuring instruments are attached to a semi-automatic cross-beam to accurately move and align the different probes at each sampling location. The salinity field was measured by means of a Micro Scale Conductivity Temperature Instrument (MSCTI) by Precision Measurement Engineering (PME), designed to measure the temperature and electrical conductivity of water solutions and moving fluids, containing conductive ions. Before starting acquiring data, the probe could be calibrated using a salt solution, of known salinity, prepared in laboratory. At each measurement location, 1000 acquisitions of the water conductivity were carried out at 20 Hz . The velocity data were collected using a 3-D Acoustic Doppler Velocimeter (ADV)-Vectrino system, developed by Nortek, for 60 s at a sampling rate of 150 Hz . The sampling volume of the ADV was located 5 cm below the transmitter probe. The Vectrino was used with a velocity range equal to $\pm 0.30 \mathrm{~m} / \mathrm{s}$, a measured velocity accuracy of $\pm 0.5 \%$, a sampling volume of vertical extent of 7 mm . For high-resolution measurements, the manufacturer recommends a 15 db signal-to-noise ratio (SNR) and a correlation coefficient larger than $70 \%$. The acquired data were filtered based on the Tukey's method and the bad samples (SNR $<15 \mathrm{db}$ and correlation coefficient $<70 \%$ ) were also removed. Additional details concerning the channel setup and the ADV operations can be found elsewhere in [34-38].

The initial experimental conditions and some parameters of the performed experimental runs are reported in Table 1, where $T$ is the water temperature. In addition to the experimental data of the present study, in Table 1, the data obtained by Gungor and Roberts [19] for ten other different configurations, of various values of $u_{r} F$, are also illustrated.

Table 1. Initial experimental conditions and parameters of the investigated runs.

|  | Runs | $\begin{gathered} H \\ (\mathrm{~cm}) \end{gathered}$ | $\begin{gathered} T \\ \left({ }^{\circ} \mathrm{C}\right) \end{gathered}$ | $\begin{gathered} U_{a} \\ (\mathrm{~cm} / \mathrm{s}) \end{gathered}$ | $\underset{(\mathrm{cm} / \mathrm{s})}{U_{0}}$ | $u_{r}(-)$ | $F(-)$ | $u_{r} F(-)$ | $x_{t} /($ DF $)(-)$ |  | $x_{i} /(D F)(-)$ |  | $z_{t} /(D F)(-)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  | ${ }^{1}$ Sal. | ${ }^{2}$ Vel. | ${ }^{1}$ Sal. | ${ }^{2}$ Vel. | ${ }^{1}$ Sal. | ${ }^{2}$ Vel. |
|  | R1 | 36 | 16 | 4.17 | 31.83 | 0.131 | 7.7 | 1.006 | 1.28 | 1.52 | 4.16 | 4.29 | 1.51 | 1.57 |
|  | R2 | 36 | 16 | 4.17 | 38.20 | 0.109 | 9.8 | 1.071 | 1.48 | 1.41 | 4.07 | 4.34 | 1.46 | 1.62 |
|  | R3 | 36 | 14 | 4.17 | 44.56 | 0.093 | 11.4 | 1.069 | NI | 1.68 | NI | 4.25 | NI | 1.59 |
|  | R4 | 36 | 14 | 4.17 | 50.93 | 0.082 | 13.1 | 1.069 | NI | 1.48 | NI | 4.27 | NI | 1.60 |
|  | R5 | 28 | 13 | 8.93 | 31.83 | 0.280 | 8.2 | 2.287 | NI | NI | NI | NI | NI | NI |
| $\begin{aligned} & \overline{0} \\ & \text { En } \\ & \text { Di } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 5 \\ & 0 \end{aligned}$ | DJV01 | NI | NI | NI | NI | 0.025 | 20.9 | 0.522 | NI | NI | 2.87 | NI | NI | NI |
|  | DJV02 | NI | NI | NI | NI | 0.025 | 20.1 | 0.511 | NI | NI | 3.01 | NI | NI | NI |
|  | DJV03 | NI | NI | NI | NI | 0.044 | 20.7 | 0.915 | NI | NI | 6.12 | NI | NI | NI |
|  | DJV04 | NI | NI | NI | NI | 0.010 | 23.0 | 0.233 | NI | NI | 1.16 | NI | NI | NI |
|  | DJV05 | NI | NI | NI | NI | 0.010 | 22.5 | 0.232 | NI | NI | 1.49 | NI | NI | NI |
|  | DJV06 | NI | NI | NI | NI | 0.036 | 19.0 | 0.692 | NI | NI | 5.24 | NI | NI | NI |
|  | DJV07 | NI | NI | NI | NI | 0.010 | 23.7 | 0.243 | NI | NI | 1.36 | NI | NI | NI |
|  | DJV08 | NI | NI | NI | NI | 0.017 | 21.6 | 0.373 | NI | NI | NI | NI | NI | NI |
|  | DJV09 | NI | NI | NI | NI | 0.010 | 21.5 | 0.220 | NI | NI | 1.32 | NI | NI | NI |
|  | DJV10 | NI | NI | NI | NI | 0.010 | 20.9 | 0.213 | NI | NI | 0.75 | NI | NI | NI |

Notes: ${ }^{1}$ Salinity; ${ }^{2}$ Velocity. NI stands for not identified.

## 4. Results and Discussion

### 4.1. Jet Velocity Fields

Since turbulence is the most important mechanism that leads to substantial mixing of the jet within the surrounding environment, dense measurements, in high frequency, of the ambient/jet flow velocity-field were carried out. Figures 4 and 5, as an example, show the vertical profiles of the flow velocity at different downstream locations, $x / D$, away from the jet source. The profiles refer to runs R1 and R2 and represent the streamwise time-averaged velocity component, $U$, and the vertical time-averaged velocity component, $W$, both normalized by $U_{a}$. All of them were obtained in the plane of flow symmetry $(y=0)$. On Figures 4 and 5, the jet axis positions, location of maximum jet
velocity (velocity resultant of $U$ and $W$ ), are indicated by horizontal arrows. Note that, due to the flow symmetry, the spainwise velocity, $V$, is theoretically expected to be null and therefore it has not any physical significance in this plane.

The trend of the jet axis, shown by the arrows on Figures 4 and 5, clearly indicates that the jet initially penetrates upward within the ambient current, attains a terminal rise height at the downstream distance $x_{t}$ (Figure 2) and then it inclines downward, showing two distinct characteristic regions: an ascending region followed by a descending one [18]. Figures 4a and 5a show that the trend of the vertical profile of $U / U_{a}$ gradually changes with the increase of $x / D$. In the ascending region $(x / D<12$ and 15 , respectively for R1 and R2), the $U / U_{a}$-profiles show two characteristic maxima: an absolute maximum, located within the jet flow-field slightly above the jet axis, and a local maximum, appeared in the jet wake-like region.

(b)

Figure 4. Normalized velocity profiles in the plane of flow symmetry $(y=0)$ of run R1 at $u_{r}=0.131$ and $u_{r} F=1.006$ : (a) $U / U_{a} ;(\mathbf{b}) W / U_{a}$. The horizontal arrow on the profiles indicate the position of the jet axis.

This finding is in good agreement with results obtained by Ben Meftah et al. [14] and Sherif and Pletcher [39] for momentum jets in crossflow. This suggests that, in the ascending region, the jet is primarily driven by momentum flux, behaving like a vertical non-buoyant jet in crossflow $[5,14,39]$. The velocity profiles in Figures 4a and 5a show that the absolute maximum of $U / U_{a}$, in the jet flow-field, always appears slightly above the jet axis. The magnitudes of both maxima gradually decrease as $x / D$ increases, as clearly shown by the profiles of run R2. In the wake region, close to the jet source, the jet velocity $U / U_{a}$ experiences very small and negative values. At $x / D=3$, as an example, $U / U_{a} \approx 0.05$ and -0.1 with R1 and R2, respectively. This confirms the wake vortices formation at the inner part
of the jet, as also mentioned in the previous study by Fric and Roshko [40]. For all the profiles at any position $x / D, U / U_{a}$ shows an almost constant value of order $1.2 U_{a}$, over the flow depth starting from the jet outer-boundary up to the free-surface flow. These results are in complete agreement with those obtained by Ben Meftah et al. [14] and Sherif and Pletcher [39], reflecting simply the vertical distribution of $U / U_{a}$ in the ambient current without the jet effects. In the descending region, the two velocity-maxima are less pronounced, and the $U / U_{a}$-profiles, at $x / D>30$, resemble a classical vertical profile of mean velocity in an open channel flow.


Figure 5. Normalized velocity profiles in the plane of flow symmetry $(y=0)$ of run R 2 at $u_{r}=0.109$ and $u_{r} F=1.071$ : (a) $U / U_{a} ;$ (b) $W / U_{a}$.

Unlike the streamwise velocity component, the $W / U_{a}$-profiles are differently developed over the flow depth. They always experience a single peak below the jet axis. In the ascending region, $W / U_{a}$ shows positive values which gradually decrease as going further away from the jet source, similar to what happens with momentum jets in crossflows [14,39]. At the downstream distance $x_{t}$ (Figure 2), where the jet flow practically becomes horizontal, $W / U_{a}$ significantly reduces. In the descending region, $W / U_{a}$ shows negative values, indicating that the jet bends downward.

The jet trajectory is one of the most important parameter characterizing a jet discharged into a crossflow. It principally reflects the ability of the jet to penetrate within the ambient flow, revealing its spreading/mixing process. Despite the numerous previous studies conducted on turbulent jets, there is no recognized closed-form expression of the jet trajectory. Indeed, it was always observed some scatters between the different proposed scaled jet trajectories. According to Hasselbrink and Mungal [20], this scattering is partly due to the definitions of the jet trajectory and partly from opinions
on the best form of the correlating equation. In the present study, the jet trajectory is defined as the curve formed by the locus of maximum velocity at the different downstream positions $x / D$, along the plane of flow symmetry, which is usually known as the jet axis, or the locus of the maximum concentration along the same plane, usually known as the jet centerline.

For momentum jets, Margason [41], as an example, reviewing several correlations of jet-trajectory coordinates, concluded that much of the revised data could be collapsed well by normalizing the jet-trajectory coordinates $x$ and $z$ with the ratio $D / u_{r}$, leading to a simple power-law in the form of $u_{r} z / D=\alpha\left(u_{r} x / D\right)^{\beta}$, where $\alpha$ and $\beta$ are coefficient determined experimentally.

Figure 6 shows the jet trajectories of runs R1 to R5 scaled with $D / u_{r}$ and plotted in log-log scales. It is important to note here that these trajectories refer to the jet axis, as above defined. In addition to the data of the present study, the jet centerlines (as above defined) obtained by Gungor and Roberts [19] for a dense jet of five different values of $u_{r} F$ are also plotted. On Figure 6 we also plot some predicted and experimental trajectories obtained in previous studies [41-43] for momentum jets.


Figure 6. Normalized jet trajectory: (a) ascending region; (b) descending region. R1 to R5 represent the jet axis of the present study, DJV02 to DJV09 are the jet centerlines of Gungor and Roberts [19], M [41] is a similar power-law of momentum jet trajectory proposed by Margason [41], PB [42] is a similar power-law of momentum jet trajectory proposed by Pratte and Baines [42], and C [43] are experimental data of momentum jet trajectory obtained by Chochua et al. [43].

In the ascending region, as shown in Figure 6a, the dense jet trajectories of the present study and those of Gungor and Roberts [19] almost exhibit the same power-law exponent. The data of the different trajectories tend to collapse onto a single curve, following the data of Margason [41], Pratte and Baines [42], and Chochua et al. [43]. The almost similarity between the different jet trajectories in Figure 6a clearly indicates that the dense jet in the ascending region behaves as a momentum jet, and therefore its trajectory seems to be predictable by a simple power-law as proposed by Margason [41].

Figure 6b shows the normalized jet trajectories in the descending region. It can be clearly seen the significant gap between the different trajectories. In the descending region, the scaling of the jet trajectory by $D / u_{r}$ does not show similarity between the different runs. On the other hand, the examination of Figure 6b, indicates that the trajectories are not randomly scattered between them, but they show a kind of systematic gaps. The jet trajectories show a "manure fork-shape" of inclined "root", following the power-law (dashed line on the figure) proposed by Margason [41], and parallel "tines", as shown by the different trajectories. The distance between the "tines" seems proportional to $u_{r} F$. When $u_{r} F$ increases, the jet trajectory linearly translates (along almost the dashed line on the figure) to the right. For comparable values of $u_{r} F$, such as the case in runs R1 to R4 of the present study and in run DJV03 of Gungor and Roberts [19] (Table 1), the jet trajectories collapse onto an almost single curve. The absence of similarity between the jet trajectories at different values of $u_{r} F$ is related to the choice of the scaling mode, where the scaling with $D / u_{r}$ is not appropriate to represent all the trajectories by a typical profile.

Figure 6b also indicates that the maximum rise height (ending and beginning of the ascending and descending regions, respectively) of the jet trajectories appeared at different longitudinal and vertical coordinates. This points out that, despite the collapse of the jet trajectories in Figure 6a onto an almost single curve, the scaled profiles in the ascending region, really, suffer an incomplete similarity. Therefore, the application of a power-law as proposed by Margason [41] can simply predict the tendency of the jet trajectory in the ascending region, but not the exact profile. The incomplete similarity between the jet trajectories, following the scaling mode proposed for momentum jets, makes us think of another compatible scaling rule. In a recent study, Gungor and Roberts [19] suggested that, based on dimensional analysis of the initial characteristic physical properties of a dense jet, the jet trajectory coordinates could be scaled by $D F$. Nevertheless, the authors observed that the scaling of the jet trajectories by $D F$ leads to one "universal" trajectory for only experiments that have the same values of $u_{r} F$, as also observed in Figure 6b scaling the jet trajectory by $D / u_{r}$. Once again, it can be noted that the scaling of the jet trajectories by $D F$ is also not appropriate to represent the trajectories of different $u_{r} F$-values by a typical profile.

At $u_{r} F<2$, it was observed that the dense jet is characterized by an ascending and a descending regions $[14,19]$ and its trajectory is fundamentally described by three characteristic length scales (Figure 2) $x_{i}, x_{t}$ and $z_{t}$ (Table 1). In the present study, we will try to rescale the jet trajectory as $z / z_{t}$ vs. $x / x_{t}$, in the ascending region, and $z / z_{t}$ vs. $\left[1+\left(x-x_{t}\right) /\left(x_{i}-x_{t}\right)\right]$, in the descending region. Figure 7a illustrates both the rescaled jet axis, for all the experimental runs illustrated in Table 1 of the present study (except that of run R5 at $u_{r} F>2$, where the jet undergoes rapid dispersion by the effect of the ambient flow-turbulence), and the jet centerline for runs R1 and R2. The results of the present study are also compared to the centerline trajectories obtained by Gungor and Roberts [19]. Figure 7a clearly shows that all the jet trajectories (axis and centerline), of the present study and those of Gungor and Roberts [19], perfectly collapse onto a single profile. In the ascending region, at $x / x_{t}<0.03$, it can be noted a slight data scattering, due to the effect of the potential core region of the jet. The rescaling of the jet trajectories by $x_{t}, x_{i}$ and $z_{t}$ leads to a typical trajectory for all experiments with complete independence of $u_{r} F$ (ranging almost between 0.2 and 1.1 in the present study). This typical trajectory is predictable by the following proposed closed-form expression:

$$
\begin{cases}\frac{z}{z_{t}}=-0.95\left(\frac{x}{x_{t}}\right)^{2}+1.60\left(\frac{x}{x_{t}}\right)+0.35 &  \tag{15}\\ \text { for } \frac{x}{x_{t}} \leq 1 \\ \frac{z}{z_{t}}=-0.95\left(1+\frac{x-x_{t}}{x_{i}-x_{t}}\right)^{2}+1.60\left(1+\frac{x-x_{t}}{x_{i}-x_{t}}\right)+0.35 & \\ \text { for } \frac{x}{x_{t}} \geq 1\end{cases}
$$

In order to make Equation (15) easily practicable, expressions of $x_{i}, x_{t}$ and $z_{t}$ can be found, based on the dimensional analysis as depicted in Equation (14). Figure $7 \mathrm{~b}-\mathrm{d}$ show, respectively, the normalized jet characteristic lengths $x_{i} / D F, x_{t} / D F$ and $z_{t} / D F$ plotted versus $u_{r} F$. Based on the experimental data of the present study and that of Gungor and Roberts [19], $x_{i}, x_{t}$ and $z_{t}$, for the jet centerline, can be approximately predicted by the following semi-empirical equations:

$$
\begin{gather*}
\frac{x_{i}}{D F}=5.20\left(u_{r} F\right)  \tag{16}\\
\frac{x_{t}}{D F}=1.50\left(u_{r} F\right)  \tag{17}\\
\frac{z_{t}}{D F}=-0.84\left(u_{r} F\right)+2.60 \tag{18}
\end{gather*}
$$
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Figure 7. Jet trajectory analysis: (a) scaling of jet trajectories based on the characteristic length scales $x_{i}$, $x_{t}$ and $z_{t}$. The solid red curve represents the solution of Equation (15); (b) $x_{i} / D F$ versus $u_{r} F$; (c) $x_{t} / D F$ versus $u_{r} F ;(\mathbf{d}) z_{t} / D F$ versus $u_{r} F$. The solid regression lines on $(\mathbf{b}-\mathbf{d})$ refer to the data of jet concentration of the present study and that of Gungor and Roberts [19].

For the jet axis, it is suggested the use of Equations (16)-(18), keeping almost the same value of $x_{t}$ and increasing that of $x_{i}$ and of $z_{t}$ by almost $8 \%$, since the jet axis appears slightly above the jet centerline.

The advantage of the proposed scaling approach, represented by Equations (15)-(18), is its simplicity. It is relatively easy to predict the trajectory of any dense jet vertically discharged into a flowing current, of $u_{r} F$ ranging almost between 0.2 and 1.1. This approach can be extended with vertical dense jets of $u_{r} F<2$ and for inclined dense jets, which is the subject of a future study. Indeed, such approach is very useful to many engineering and environmental applications such as the brine discharge from desalination plants or dense wastewater discharge.

### 4.2. Turbulence Intensity Associated with the Jet Flow-Field

This section focuses on the analysis of the jet flow-field-turbulence intensities. The turbulence intensity is defined as the ratio of the standard deviation of the flow velocity fluctuation to the ambient mean velocity $U_{a}$. Hereafter, we indicate by $U^{\prime} / U_{a}, V^{\prime} / U_{a}$ and $W^{\prime} / U_{a}$, the streamwise, the spanwise
and the vertical flow turbulence intensities, where $U^{\prime}, V^{\prime}$ and $W^{\prime}$ are the standard deviation of the streamwise, the spanwise and the vertical flow velocity component fluctuations, respectively.

Figures 8 and 9, as an example, illustrate the vertical profiles of $U^{\prime} / U_{a}$ and $W^{\prime} / U_{a}$, at different downstream positions $x / D$ of runs R1 and R2. The data refer to the plane of flow symmetry $(y=0)$. Due to the flow symmetry, the spanwise velocity is theoretically expected to be null and therefore $V^{\prime}$ has not any physical significance in this plane. $U^{\prime} / U_{a}$ shows the largest values in the ascending region. In this region, $U^{\prime} / U_{a}$ almost shows an absolute peak near the jet axis. In general, according to previous studies, this peak is a distinct off-axis peak, where the turbulence undergoes a slight decrease at the jet axis. This behavior is less pronounced with the current profiles because the vertical profiles are not perfectly orthogonal to the jet axis. Figures 8 a and 9 a show that $U^{\prime} / U_{a}$ significantly increases in the jet flow-field as compared to that in the ambient flow-field (upper part of profiles). Moreover, it can be noted that $U^{\prime} / U_{a}$ gradually decays as $x / D$ increases. It shows a maximum value equal to $0.83,0.93$, 1.05 and 1.17 at $x / D=3$, and $0.45,0.47,0.49$ and 0.61 at $x / D=12$, for runs R1 to R4, respectively. These values clearly indicate that $U^{\prime} / U_{a}$ increases as $u_{r}$ decreases. In the descending region, $U^{\prime} / U_{a}$ continues to decrease monotonically. Far from jet source, at $x / D>27, U^{\prime} / U_{a}$ shows values comparable to those of the ambient flow-field.


Figure 8. Vertical profiles of the flow turbulence intensity at different downstream positions $x / D$ along the plane of flow symmetry $(y=0)$ of run R1: (a) $U^{\prime} / U_{a}$; (b) $W^{\prime} / U_{a}$. The horizontal arrow on the profiles indicate the position of the jet axis.


Figure 9. Vertical profiles of the flow turbulence intensity at different downstream positions $x / D$ along the plane of flow symmetry $(y=0)$ of run R2: (a) $U^{\prime} / U_{a} ;(\mathbf{b}) W^{\prime} / U_{a}$.

Figures 8 b and 9 b show that the highest values of $W^{\prime} / U_{a}$ take place in the jet flow-field. $W^{\prime} / U_{a}$ also shows an absolute peak below the jet axis. In the ascending region, $W^{\prime} / U_{a}$ decreases as $x / D$ increases, attains minimum values at the maximum rise height position, as shown at $x / D=9$ and 12, and then starts to slightly increase in the descending region with the increase of $x / D$. Outside the jet flow-field, independently of $x / D, W^{\prime} / U_{a}$ for both runs R1 and R2 shows almost constant values of $\mathrm{O}(0.10)$ over the flow depth.

In order to get more information on the jet-turbulence-intensity behavior, an analysis of the maximum-turbulence-intensity decay/rise as a function of the downstream distance from the jet exit is examined for runs R1 to R4. Figure 10a,b show, respectively, a plot of $U_{m}^{\prime} / U_{a}$ and $W_{m}^{\prime} / U_{a}$ against $x / x_{t}$, where the subscribed $m$ indicates the maximum value of $U^{\prime} / U_{a}$ and $W^{\prime} / U_{a}$ on the vertical profiles of Figures 8 and 9. Figure 10a shows that, for all runs, $U_{m}^{\prime} / U_{a}$ continuously decays as a function of $x / x_{t}$, regardless its appearance in the ascending $\left(x \leq x_{t}\right)$ or in the descending regions ( $x \geq x_{t}$ ). Figure 10a indicates that $U^{\prime}{ }_{m} / U_{a}$ decays more rapidly in the ascending region than in the descending region. As going further downstream, the decrease-rate of $U_{m}^{\prime} / U_{a}$ as a function of $x / x_{t}$ significantly reduces.

In the ascending region, $W_{m}^{\prime} / U_{a}$ behaves in a similar way as $U_{m}^{\prime} / U_{a}$. It strongly decays in the ascending region, attaining a minim value at $x=x_{t}$ (Figure 2). In the descending region, however, $W^{\prime}{ }_{m} / U_{a}$ shows a gradual increase as $x / x_{t}$ increases and then starts to decrease again, as clearly shown with R 1 for $x / x_{t}>2.5$. The decay and rise of $W_{m}^{\prime} / U_{a}$ are related to the vertical-velocity behavior, which shows a decrease of its magnitude along the ascending region as $x / D$ increases, attains almost null values at $x_{t}$ and then starts to increase along the descending region, as above discussed (Figures 4 and 5).


Figure 10. Decay/rise of the maximum turbulence intensity as a function of the downstream position $x / x_{t}:$ (a) $U_{m}^{\prime} / U_{a}$; (b) $W_{m}^{\prime} / U_{a}$.

Figure 11 displays, as an example, the vertical profiles of the time-averaged turbulent kinetic energy, $k$, normalized by $U_{a}{ }^{2}$, at different downstream positions $x / D$ from the jet exit. The data refer to runs R1 and R2. Figure 11 clearly highlights a significant increase of $k / U_{a}{ }^{2}$ within the jet flow-field. Outside the jet flow-field, $k / U_{a}{ }^{2}$ experiences almost constant values over the ambient flow-depth. It is of $\mathrm{O}(0.02)$ above the jet outer-boundary, and $\mathrm{O}(0.04)$ below the jet inner-boundary. Figure 11 indicates that the largest values of $k / U_{a}{ }^{2}$ take place below the jet axis, as indicated by the horizontal arrows on the figure. This indicates that the jet wake-region is a location of maximum turbulent energy production.

The examination of Figure 11 also reveals that the production of turbulent kinetic energy is locally variable with jet flow-field. $k / U_{a}{ }^{2}$ monotonically decreases as $x / D$ increases, reaching values comparable to those obtained in the ambient flow at considerable downstream positions $x / D$, as shown on Figure 11a at $x / D=42$. In Figure 12 we plot the maximum values of $k / U_{a}{ }^{2}$ versus $x / x_{t}$ for runs R1 to R4. Figure 12 shows that $k_{m} / U_{a}{ }^{2}$ strongly reduces along the ascending region as $x / x_{t}$ increases. It is reduced by up to $65 \%$ at $x=x_{t}$ as compared to its value at $x / x_{t}=0.16$. In the descending region, $k_{m} / U_{a}{ }^{2}$ shows a very slight increase until $x / x_{t}=2.5$, and then returns to decrease again, but very gradually.


Figure 11. Vertical profiles of the normalized time-averaged turbulent kinetic energy at different downstream positions $x / D$ : (a) run R1; (b) run R2. The horizontal arrows on the profiles indicate the position of the jet axis.


Figure 12. Decay of the maximum turbulent kinetic energy $k / U_{a}{ }^{2}$ as a function of $x / x_{t}$.

### 4.3. Turbulent Length Scales and Dispersion Coefficients

Determination of the largest scales in a turbulent flow is of crucial importance for experimental and numerical investigations, defining suitable domain-dimensions (area or volume) for computation.

As above shown in Equations (5) and (6), both the turbulent diffusion and net dispersion coefficients, are proportional to a characteristic eddy length-scale of the turbulent flow. In the present study, the characteristic eddy length-scale $L_{i}$ is simply calculated as the integral time scale $T_{i}$ times the local time-averaged velocity $U_{i}$, where $T_{i}$ is computed integrating the autocorrelation of the measured instantaneous flow velocities.

Figures 13 and 14 illustrate the vertical profiles of the integral length-scales $L_{x}$ and $L_{z}$, normalized by the jet diameter $D$, at different downstream position $x / D$. The data always refer to run R 1 and R 2 , respectively. The profiles are presented in semi-logarithmic plot for a better visualization of the data. The most important observation from Figures 13 and 14 is the significant spatial-variation of $L_{x}$ and $L_{z}$ in the jet flow-field, which is more pronounced in the ascending region. In the ambient flow-region, above the jet outer-boundary or at $x / D=42$ (with small jet effect) in R1, $L_{x}$ and $L_{z}$ are nearly constant over the flow depth. They are, respectively, equal to almost 10D, a value of order the channel flow depth $H$, and $0.5 D$. This seems reasonable for the ambient flow where the vertical-velocity component is very small as compared with the streamwise component.


Figure 13. Vertical profiles of the normalized turbulent length scales at different downstream positions $x / D$ at the plane of flow symmetry $(y=0)$ of run R1: $(\mathbf{a}) L_{x} / D ;(\mathbf{b}) L_{z} / D$. The horizontal arrow on the profiles indicate the position of the jet axis.


Figure 14. Vertical profiles of the normalized turbulent length scales at different downstream positions $x / D$ at the plane of flow symmetry $(y=0)$ of run R2: (a) $L_{x} / D$; (b) $L_{z} / D$.

In the jet flow-field, $L_{x}$ decrease as compared to that obtained in the ambient flow-field. $L_{x}$ shows a typical trend over the flow depth, as represented by the profile at $x / D=9$ for both runs R1 and R2. This profile shows that $L_{x}$ reduces from a values of $\mathrm{O}(10 D)$, above the jet outer-boundary, to a value of $O(D)$ in the jet upper-region, increases at the jet axis and then again decreases to a scale of $O(D)$ in the wake-like region. Figures 13 and 14 indicate that the jet wake region is the location of minimum $L_{x}$-scales. As $x / D$ increases, the typical trend of $L_{x}$ gradually changes and disappears at large values of $x / D$, resembling a profile in the ambient flow-field. Figures 13 and 14 indicate that $L_{z}$ behaves contrary to $L_{x}$. It increases in the jet upper-region, attaining values of order 3 to $5 D$, decreases at the jet axis and then significantly increases in the wake-like region, as clearly shown in Figure 14 b at $x / D=3$ to 12 .

Figures 15 and 16 depict the vertical profiles of $k^{\frac{1}{2}} L_{x} / U_{a} D$ and $k^{\frac{1}{2}} L_{x} / U_{a} D$, order of magnitude of the normalized dispersion coefficients $K_{x}$ and $K_{z}$, at different downstream position $x / D$, for runs R1 and R2. According to previous studies [31,44], the net dispersion coefficient can be generally determined as $K_{i}=\alpha k^{\frac{1}{2}} L_{i}$, where the scale factor $\alpha$ will differ between the vertical and horizontal diffusion and differ from a location to another within the jet flow-field. Following Nepf [44], the scale factor is of $\mathrm{O}(1)$. Figures 15 and 16 show that $K_{x}$ and $K_{z}$ roughly behave like $L_{x}$ and $L_{z}$, respectively. These observation support the assumption that turbulent diffusion is proportional to the turbulent eddies length-scales. The change in eddy scales controls the turbulent diffusion, such that the longitudinal dispersion $K_{x}$ is reduced in the jet flow-field, despite the fact that the turbulence intensity is increased, as shown in Figures 8,9 and 11a. This finding is in good agreement with that observed by Nepf [44] for turbulent flow dispersion in vegetated channel. The decrease of the longitudinal dispersion $K_{x}$, as compared
to that of the ambient flow-field, is somewhat recovered by an increase of the vertical dispersion $K_{z}$, increasing the jet width, and consequently the transversal dispersion $K_{y}$ could be also increased. As a conclusion, the results of the present study demonstrate that the turbulent dispersion of the jet flow is an anisotropic process. It is strongly influenced by the jet hydrodynamic structure itself. In the jet flow-field, the longitudinal dispersion $K_{x}$ decreases enough as compared to that in the ambient flow-field, promoting an increase of the vertical dispersion $K_{z}$, and consequently an increase of the jet width occurs.


Figure 15. Trend of the turbulent dispersion coefficient $K_{x}$ and $K_{z}$ at different downstream positions $x / D$ at the plane of flow symmetry $(y=0)$ of run R1: (a) $k_{x} \sim k^{\frac{1}{2}} L_{x} / U_{a} D$; (b) $k_{z} \sim k^{\frac{1}{2}} L_{z} / U_{a} D$. The horizontal arrow on the profiles indicate the position of the jet axis.


Figure 16. Trend of the turbulent dispersion coefficient $K_{x}$ and $K_{z}$ at different downstream positions $x / D$ at the plane of flow symmetry $(y=0)$ of run R2: (a) $k_{x} \sim k^{\frac{1}{2}} L_{x} / U_{a} D$; (b) $k_{z} \sim k^{\frac{1}{2}} L_{z} / U_{a} D$.

## 5. Conclusions

With population growth, urbanization, and industrial expansion the quantity of waste/brackish water discharge into natural water bodies in continuously increasing. In coastal environments, as an example, the brine of desalination plants is usually discharged as a turbulent jet flow, producing complex hydrodynamic phenomena within the surrounding ambient and affecting the ecosystem. Discharge systems need to be well designed to reduce their environmental impact. Therefore, a good knowledge of the interaction between effluent discharge and surrounding flow-field is required to promote best environmental management practices. This manuscript focuses on the analysis of flow turbulence structures that develop when a dense round jet, consisting of a saltwater solution, is injected perpendicularly into a flowing current of fresh water.

At $u_{r} F<2$, the measured flow velocity fields show that the dense jet is characterized by two distinct regions: a rapidly ascending region and a gradually descending region. In the ascending region, the buoyancy effect is dominated by the jet momentum flux and the mixing is jet-like, analogously to momentum jets. In the descending region, the jet flow is buoyancy-driven and the mixing is plume-like.

In this study, a new scaling approach of the jet trajectories, based on the jet characteristic length scales $x_{i}, x_{t}$ and $z_{t}$ (Figure 2), is proposed. This new rescaling rule enables all the trajectories to collapse onto a typical profile, independent of the current speed parameter $u_{r} F$, leading to an empirical closed-form expression as depicted in Equation (15). By proposing empirical expressions of $x_{i}, x_{t}$ and $z_{t}$, the new scaling approach become very practical and easily applicable to predict the trajectory of any dense jet, of $u_{r} F$ ranging between 0.2 and 1.1, vertically discharged into a flowing current.

The detailed turbulence data reported in this study indicate that the strength of both the streamwise and the vertical turbulence intensities significantly increases in the jet flow-field as compared to the ambient flow-field. The largest values of the turbulence intensities consistently occur in the ascending region. The experimental results also reveal that the turbulence intensities increase with the decrease of $u_{r}$-ratio. The streamwise turbulence intensity shows a rapid decay along the ascending region and very gradually decay in the descending region. The vertical turbulence intensity, however, rapidly decays in the ascending region, attains a minimum value at $x=x_{t}$, gradually rises in the beginning of the descending region and then undergoes again a decay as going further downstream. The time-averaged turbulent kinetic energy also shows a significant increase in the jet flow-field. The maximum production of turbulent kinetic energy takes place in the jet wake-region.

The distribution, in the plane of flow symmetry, of the longitudinal and vertical integral length scales, respectively, indicates that the ambient flow-field is isotropic process. In the jet flow-field, the turbulent lengths scales show a significant spatial-variation, indicating an anisotropic process. The trends of the turbulent dispersion coefficients $K_{x}$ and $K_{z}$ follow those of the turbulent length scales $L_{x}$ and $L_{z}$, respectively. The change in eddy scales controls the turbulent diffusion of the jet flow. In comparison with the ambient flow-field, $K_{x}$ shows an enough reduction in the jet flow-field, however, an increase of the vertical dispersion $K_{z}$ occurs, leading to the increase of the jet width.
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#### Abstract

The classification of a lagoon as a restricted lagoon is shown to depend not solely on its geometry but also on the tidal hydraulics. By numerically simulating the tidal exchange of two lagoons of similar geometrical dimensions, the Nidova lagoon and the Papas lagoon, in Western Greece, subject to very similar tidal forcing, applied to the two tidal inlets in the first case and three in the second, very different residence times are found, namely 2.5 days for the Nidova and 25-30 days for the Papas lagoon. This large difference is attributed to the fact that whereas the Papas lagoon functions as a typical restricted lagoon, in which the water renewal is achieved by mixing in the lagoon of the tidal prism water exchanged within a tidal cycle, the Nidova lagoon functions as a flow-through system because of the differential arrival of the tide at its two tidal inlets. It is suggested that this way of enhancing the flushing rate of a lagoon be considered, whenever possible, when creating a new tidal inlet to the lagoon.
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## 1. Introduction

Coastal lagoons are particularly important for fisheries and extensive or intensive aquaculture in many areas of the world, since marine fish species migrate towards lagoons, which provide favorable conditions for feeding and shelter [1]. Mediterranean lagoons, specifically, are important for aquaculture activities, and make a crucial contribution to the fishery economies in many countries. In Greek waters, important fishing and extensive aquaculture activities have been developed in the majority of lagoons ( 30 in the Aegean and 46 on the Ionian coast), occupying a total area of about 34,500 ha [2]. The fishery exploitation is based on traditional barrier fish traps. These are permanent entrapment devices and the catches are based on the species-specific inshore-offshore seasonal or ontogenic fish migration [3]. The majority of these extensive lagoon systems are located in western and northern Greece. The largest is the Messolonghi lagoonal complex located in western Greece, comprising six lagoons. The Messolonghi lagoon system covers about 15,000 ha [4] (p. 97), while the Papas lagoon (Araxos Cape, Achaia, Greece) has a mean size of 4500 ha [5].

In recent years many lagoon ecosystems have been affected by natural and mostly anthropogenic influences, e.g., hydrologic and hydrodynamic alterations, sources of pollution, sedimentation of tidal inlets/mouths, and regional infrastructure work. These changes gradually lead to alterations in the physical, chemical, and biochemical parameters of these complex ecosystems, which in turn may directly affect fish production and ecosystem dynamics [6,7]. The concentration of the corresponding substances in the lagoon ecosystems is generally dependent on hydrodynamic circulation and water renewal time, which are the crucial factors for decisions with regard to lagoon restoration design and
management actions, aiming at the improvement of environmental conditions and fishery exploitation. An innovative method of data analysis has been presented in recent studies, focusing on similar coastal basins in Southern Italy [8,9]. The aim of these studies was to interpret hydrodynamic processes associated with these water bodies by identification and evaluation of hydrodynamic and meteorological data.

Among the physical parameters that affect the water quality of coastal lagoons, renewal of water has long been identified as a key parameter and has been made the basis of the early classification by Kjerfve [10] in choked, restricted, and leaky systems according to the degree of water exchanged with the adjacent coastal ocean. More recently, the water renewal time has been proposed as the basis for the classification of lagoons [11]. As a result of the importance of water renewal in lagoons, the creation of new artificial tidal inlets has been proposed and applied as a solution in several instances (see e.g., [12]).

The question then arises: is the amount of water exchanged in each tidal cycle the basic parameter-with all other parameters kept constant-determining the flushing time? Or, to rephrase the question, are two lagoons of similar dimensions and under the same tidal forcing expected to have similar flushing rates, or is it possible to have widely varying differences in flushing rates? The answer is provided by a real-life example of two lagoons situated in Western Greece, of similar dimensions and under very similar tidal forcing, namely the Nidova lagoon, part of the complex of the wider Messolonghi lagoon, and the Papas lagoon, both communicating with the Gulf of Patras. The former has a flushing rate on the order of a few days and the latter of over a month. In what follows, we analyze why the former, having only two tidal inlets, does not behave as a typical, restricted lagoon, as one might expect from mere inspection of its geometry, because the hydrodynamics circumvent, so to speak, the topography and render the lagoon a flow-through basin, whereas the latter, having three tidal inlets, behaves like a typical restricted lagoon and, possibly as a result, suffers recurring dystrophic crises.

## 2. Materials and Methods

### 2.1. Description of the Study Areas

The Nidova lagoon is embedded between the Messolonghi (south) and the Aetoliko (north) greater lagoons (Figure 1a). The lagoon is approximately $1.5 \mathrm{~km}^{2}$ in surface area, with a mean depth of 1.20 m and a maximum depth of 3 m at the western part of the basin. It is elongated in plan view, 2000 m long, approximately, with a perimeter of 5000 m . The lagoon communicates to the north with the deeper Aetoliko lagoon via arc stone bridges, while to the south it is connected to the Messolonghi lagoon by a dredged trench (i.e., an underwater channel that is deeper than its surrounding waters) approximately 50 m wide, 1000 m long, and $1-3 \mathrm{~m}$ deep at mean lagoon level. At the western part of the lagoon an embankment with a road on it exists, linking the city of Aetoliko with the Dolmas islet in the south, where the Waste Water Treatment Plant of Aetoliko City operates. This embankment precludes exchange of Nidova waters with the Messolonghi lagoon waters from the west, so that the exchange between Nidova and Messolonghi takes place exclusively south of Nidova.

Tidal water enters from the Gulf of Patras to the Messolonghi lagoon from the south, and proceeds to Nidova through the dredged trench, while continuing to move into the Messolonghi lagoon, in parallel to the embankment up to the Aetoliko lagoon, and enters the Aetoliko lagoon through the arc stone bridges. The Nidova lagoon communicates with the Aetoliko lagoon (in the north) though the continuation of the arc stone bridges. During the last few years phytoplankton biomass blooms have formed in the restricted Nidova basin and cover almost the entire surface of the basin during the spring and early summer.

The Papas Lagoon is embedded within the northwestern coast of the Peloponnese, adjacent to the Gulf of Patras (Figure 1b). The lagoon is of elongated shape, with its main axis along the NW-SE direction. It is 5 km long, 1 km wide on average, and covers an area of about $6.2 \mathrm{~km}^{2}$ [13]. It is a deep water body, having a mean depth of 1.8 m and a maximum depth of 5 m . It is connected to the Gulf of Patras with three stable tidal inlets, the length and width of which lie within $160-260 \mathrm{~m}$ and 25-50 m,
respectively. During the winter, it is supplied with fresh water by a small draining stream discharging into the lagoon's southeastern part, which borders cultivated land [14].


Figure 1. Upper panel: General map of the wider area of the Gulf of Patras in western Greece (adapted from MIKE C-MAP, 2018, [15]). The open boundaries have been marked with black lines. Land area is given in yellow; sea area is given in blue and white (blue for depths $<50 \mathrm{~m}$ and white for depths $>50 \mathrm{~m}$ ). Detail of the areas of interest is given in the lower panel for (a) the Nidova lagoon (Google Earth, 12-08-2017) and (b) the Papas lagoon (Google Earth, 15-07-2016) [16]. The locations of tidal inlets are denoted with red circles.

The lagoon is subject to extensive fish exploitation and aquaculture. It is naturally eutrophic, with no anthropogenic influences on the waterfront. Within the last 35 years, nine dystrophic crises have been reported, followed by mass fish mortality and benthic fauna; these occurred during the summer months of the years 1979, 1984, 1987, 1996, 1997 [17], 2004, 2010, and 2012 [18]. The dystrophic crises have been related to the decomposition of large beds of macro algae [14].

Both lagoons are protected by the Ramsar Convention, and the Nidova lagoon is also included in the Natura 2000 network. The proper management of the lagoons, which is of primary importance to local fishermen, includes plans for dredging operations, creation of inlets, or other infrastructure works in the area, with the aim of improving the hydrodynamic circulation and water renewal of these ecosystems.

### 2.2. The Hydrodynamic Code and the Advection-Diffusion Code

The simulations presented herein have been performed using the commercially available CFD (Computational Fluid Dynamics) code MIKE21 and MIKE3 Flow Model FM (where FM stands for flexible mesh). The MIKE3 Flow Model FM has been used for three-dimensional flow simulation in the Messolonghi-Aetoliko lagoon. It is a modeling system developed by the Danish Hydraulic Institute (DHI), based on a finite volume and an unstructured mesh approach. The hydrodynamic module (HD) extracts numerical solutions from the three-dimensional continuity, momentum, temperature, salinity, and density equations. The momentum equations are used in the incompressible, Reynolds-averaged form of the Navier-Stokes equation (RANS), invoking the Boussinesq assumption and the hypothesis of hydrostatic pressure in the vertical. The turbulence closure is achieved using the Smagorinsky formulation for diffusion in the horizontal and the standard $k-\varepsilon$ model in the vertical direction. To account for the Coriolis force, an f-plane has been used. The free surface is taken into account using a sigma-coordinate transformation. The spatial discretization of the primitive equations is performed using a cell-centered finite volume method. In the horizontal plane an unstructured grid is used, while in the vertical direction the discretization is structured. The elements are prisms or bricks whose horizontal faces are triangles or quadrilateral elements, respectively. A Riemann solver is used for computation of the convective fluxes in vertical interfaces, which makes it possible to handle discontinuous solutions. For convective fluxes in horizontal interfaces, two schemes are available: a low order (based on upwinding) and a high order. The low-order scheme requires considerable less time than the high-order scheme. Use is made of the high-order scheme for the accurate simulation of the advection-diffusion simulations (see Section 2). For the time integration a semi-implicit approach is used, where the horizontal terms are treated explicitly and the vertical terms implicitly [19].

The MIKE 21 FM (HD) model has been used for simulations of the tidal propagation in the Gulf of Patras, thus providing the boundary conditions both at the entrance of the Messolonghi-Aetoliko lagoon (in the NW part of the Gulf) and at the tidal inlets of the Papas lagoon (in the SW part of the Gulf). The model simulates unsteady two-dimensional flow in one layer of vertically homogeneous fluid, by having the equations for the conservation of mass and momentum integrated over the vertical [20]. We note that the entrances of both the Papas lagoon and the Messolonghi lagoon are at a safe distance from the Rio-Antirio straits, where the presence of stratification influences local hydrodynamics [21]. Thus, the depth-averaged simulations produce adequate boundary conditions for the three-dimensional simulations of flow in both lagoons.

Finally, the advection and diffusion of the conservative tracer, applied in the Nidova and Papas lagoons, is simulated utilizing the CFD code MIKE 3 FM Transport Module (TR). This modeling system simulates the spreading and fate of dissolved or suspended substances in an aquatic environment under the influence of the fluid transport and the associated diffusion processes. The hydrodynamic basis for the Transport Module (TR) is calculated with the Hydrodynamic Module (HD) [22].

### 2.3. Computational Domain and Grid

Due to a lack of free surface time series measurements at the entrance of the tidal inlets of the Nidova and the Papas lagoons, which would have been adequate data as boundary conditions for flow simulations, the only alternative is the computation of such data. The only locations that are suitable for boundaries of numerical simulations and where, at the same time, the harmonic constituents of the tide are available, are both ends of the Gulf of Patras, one of which is close to the southern opening of the Messolonghi lagoon and the tidal inlets of the Papas lagoon [23]. It would have been numerically inefficient to perform fully three-dimensional simulations in a domain comprising of an area as large and deep as the Gulf of Patras ( 135 m maximum depth) together with the lagoonal systems, which includes extensive areas with depth less than 0.5 m , to focus on a small section of the entire Messolonghi-Aetoliko lagoon, namely the Nidova lagoon. Thus, it was decided to resort to two-dimensional, depth-averaged simulations in a domain similar to the one used by [24] covering the entire area of the Gulf of Patras to extract boundary conditions for the three-dimensional simulations
in the Messolonghi-Aetoliko lagoon. Such two-dimensional simulations are adequate, in terms of tidal propagation, even in summer conditions when thermal stratification is set in the lagoon ecosystems.

### 2.3.1. The Nidova Lagoon

The numerical domain for the three-dimensional simulations covers the entire Messolonghi-Aetoliko lagoonal system and a small part of the adjacent open waters of the northwestern part of the Gulf of Patras (i.e., the coastal waters in front of Messolonghi lagoon). This domain was discretized using a numerical grid consisting of a three-zone triangular mesh in the horizontal (Figure 2). In the first zone, covering the northwestern part of the gulf of Patras, the characteristic length is up to 400 m offshore. In the second zone, the characteristic length is 200 m and covers the greater area of the Messolonghi-Aetoliko lagoon complex, upstream and downstream of the area of interest, and in the third zone the length dimension varies from 20 to 50 m and covers the transitional part between the Messolonghi and Aetoliko lagoons, where the area of the Nidova lagoon is embedded.


Figure 2. Bathymetric map of the Messolonghi, Aetoliko, and Nidova lagoons, with isobaths shown every 8 m . Superimposed is the unstructured triangular mesh. The coordinate system refers to UTM- 34 . In the middle of the domain a finer mesh covers the wider area of the Nidova lagoon.

The goal of the present study is to compare how the residence time of semi-enclosed water bodies (i.e., lagoons) depends upon the details of their geometry. Since the evaluation of residence times is based on simulations of numerical tracers' transport, it was found necessary, in order to increase the accuracy, to create a third (even smaller) domain (Figure 3), consisting of the entire Nidova lagoon, the Aetoliko lagoon, and part of the surrounding Messolonghi lagoon area. It is within this truncated domain that the Nidova waters are estimated to remain when exchanged with adjacent waters of the Messolonghi and Aetoliko lagoons under tidal forcing, at least for the time span of interest. Again, the free-surface-time-series boundary conditions for this truncated domain are to be obtained from flow simulations in the immediately larger domain (Figure 2). In the truncated domain, the numerical grid consists of 10 equidistant layers in the vertical, and a horizontally varied mesh lying between 10 and 20 m . This domain proved adequate for simulations covering at least 40 days, which, as verified a posteriori, greatly exceeds the water residence time for the Nidova lagoon.

Finally, to produce a grid on which the numerical simulations would require a reasonable amount of computer time, it was found necessary to merge in one opening all the openings of the series
of arches supporting the stone bridge located at the junction of the Nidova and Aetoliko lagoons. The reason for this approximation is that the span of the arches is barely a few meters, so discretization of all the arches would require a mesh of characteristic length on the order of 30 cm or so, which is not practical. This practice gave rise to the discretization depicted in Figures 2 and 3.


Figure 3. Truncated domain for the wider area of the Nidova lagoon, covering the Aetoliko lagoon and part of the Messolonghi lagoon.

### 2.3.2. The Papas Lagoon

Concerning the Papas lagoon, a truncated computational domain was formed covering the entire lagoon and the adjacent open waters of the southwestern part of Gulf of Patras, consisting of three zones in the horizontal (Figure 4).


Figure 4. Truncated domain for the wider area of the Papas lagoon, covering part of the Gulf of Patras.
In the first zone, grid triangles have a characteristic length of up to 300 m offshore, and cover the southwestern part of the gulf of Patras, which is included in the simulation domain. In the second zone, the characteristic length varies from 20 to 100 m and covers the greater area of the Papas lagoon, which is the area of main interest and, finally, in the third zone, the cells' dimension varies from 5 to 20 m and covers the tidal inlets of the lagoon as well as the transitional part between the
open gulf's waters and the lagoon. This truncated domain is designed so that its periphery is very nearly an equitidal line, and, as in the case of Nidova, was made large enough so that waters initially inside the Papas lagoon and later exchanged with Gulf of Patras waters will remain inside this domain during the whole length of the simulations, as verified by the numerical tracer experiments. The grid consists of 10 equidistant layers in the vertical.

### 2.4. Boundary and Initial Conditions

In all cases considered herein, the coastline has been defined as an impermeable, zero normal velocity boundary, while the bottom is a no-slip (via wall functions), impermeable boundary. For the first domain where the Nidova lagoon is located, the bottom roughness was set equal to 0.01 m and care was taken to ensure that the geometry of the bottom cell was compatible with the requirement of fully rough flow, assuming the minimum flow depth to be 0.4 m . In the transitional part, i.e., in the interior of Messolonghi lagoon, a higher bottom roughness was considered in order to represent the vegetated bottom of the shallow lagoon. At the southern end of the computational domain lies the Gulf of Patras: it is from this boundary that the tide enters the lagoons, namely OB1 (Figure 1). To formulate an elevation time series for the location of this open boundary, results from the two-dimensional simulations of the Gulf of Patras were used in the simulations that follow. For the secondary truncated domain (Figure 3), used for the experiments with the tracer, tidal boundary conditions were extracted from the previously conducted simulations of the intermediate domain (Figure 2).

Concerning the Papas lagoon, tidal elevation time series that resulted from the two-dimensional simulations of the Gulf of Patras were used as open boundary conditions in the simulations that follow (Figure 4).

Initial conditions were needed in all four regions: (a) the Aetoliko lagoon at the northern of the domain, (b) the Messolonghi lagoon in the central part, (c) the opening (OB1) at the northeastern part of the Gulf, and (d) the Papas lagoon. Mean temperature and salinity profiles were imposed as initial conditions throughout the Aetoliko basin, based on the field measurements at four stations covering the longitudinal axis of the lagoon in a NW-SE direction, measured in July 2010 [25], since these measurements showed little horizontal variation. Since this dataset included no measurements in the Messolonghi lagoon, field measurements performed by [26] in the same summer period, i.e., July 2006, were used. Finally, the required profiles for the Gulf of Patras were taken as in [21].

Concerning the Papas lagoon, the simulations were performed considering barotropic flow in the basin even for the summer months, when the Gulf's waters (outside the Papas lagoon) were found to be stratified [27]. This seems justified because in the shallow waters of the Gulf, within the domain chosen, previous simulations show that the stratification is destroyed and the waters become nearly isothermal and these waters are of constant salinity. Further, according to measurements of [28], stratification does not seem to be important in the lagoon during the summer months. Therefore, the flow, both into the lagoon and in the near vicinity outside it, can be taken as homogeneous.

### 2.5. The Tracer

In this section we present the method we applied to estimate the residence time of the Nidova and Papas lagoonal ecosystems. Various transport time scales have been used in the literature to quantify the renewal of waters in natural systems (e.g., [29]). The present work has been stimulated by research in coastal lagoons that suffer from recurring dystrophic crises, the inception of which has been observed to occur locally before spreading to the entire lagoon [18]. Therefore, it is desirable to aim at calculating a time scale characterizing the local transport rate rather than an integral time scale characterizing the overall renewal of the entire lagoon. For the Papas lagoon, the latter has been carefully calculated in the form of flushing time by [14], who based their calculations on water quality measurements in the lagoon. We note that even though they call their time scale a residence time, we have referred to it as a flushing time since herein we use the definition of [29] for flushing time as an integral scale, and retain the local character they give to the term residence time.

More precisely, for the purposes of the calculation, we define as residence time the time needed for the concentration of a conservative, passive tracer to fall to $1 / \mathrm{e}(\sim 37 \%)$ of its initial value (see for example $[30,31]$ ). By defining the initial concentration of the conservative numerical tracer to be equal to 1 inside and 0 outside the lagoon, we are thus able to calculate the residence time at each point inside the lagoon by following the evolution of the concentration of the tracer as determined by the advection-diffusion equation. This information should be useful in the analysis of the very complex problem of the inception of the recurring dystrophic crises that plague especially the Papas lagoon. We note, however, that the e-folding value is a mere convention and that in different applications the use of different cutoffs may be required. This is especially true for research concerning the causes of the dystrophic crises, a topic not well understood at this time.

## 3. Results and Discussion

### 3.1. Hydrodynamic Characteristics of the Lagoon Ecosystems

Both the Nidova and the Papas lagoon communicate with the Gulf of Patras: the former is situated in the northwest, whereas the latter is in the southwest of the Gulf (Figure 1), and are therefore subject to similar tidal forcing, in terms of amplitude, because the distance of both locations from the Rio-Antirio Straits, where the semidiurnal tide entering the Gulf of Patras from the Ionian Sea undergoes the reflection [24], is nearly the same. In the following summary of the salient features of the hydrodynamic forcing of the lagoons, we confine our attention to the purely tidal flow, ignoring wind-induced effects, since this is the most severe situation that arises, in terms of water renewal, in both lagoons.

An instance of the velocity field induced by flood tide in the Messolonghi-Aetoliko lagoonal system is depicted in Figure 5, where it can be observed that surface velocities range between 5 and $12 \mathrm{~cm} / \mathrm{s}$, except in locations where the depth is very shallow. The high velocities are especially pronounced at the sand bars, i.e., in sites where tidal inlets are formed, at the entrance of the Messolonghi lagoon (from the Gulf of Patras), and are crucial for fish migration into the lagoon ecosystem.


Figure 5. The surface flow field during flood tide into the Messolonghi-Aetoliko lagoonal complex. At the right upper corner, detail of the wider area of Nidova lagoon is shown, and numerical stations t 7 , t8, and t9 are marked.

The very shallow tidal flow in the Messolonghi and Nidova lagoons is controlled by high bottom friction. This is documented in Figure 6, where it is shown that, as we proceed from the Gulf of Patras towards the Aetoliko lagoon through the Messolonghi lagoon, there is a decrease in the amplitude of
the tide and a delay. The latter becomes manifest as a phase difference between the time series at the entrance of the Messolonghi lagoon (which is also the entrance of the underwater trench that leads to the Southern entrance of Nidova) and at the stone bridges, which delineate the northern end of the Messolonghi lagoon but also of the Nidova lagoon (with the interpolation of the Aetoliko island). Thus, the Gulf of Patras tide reaches the northern end of the Nidova lagoon via the Aetoliko lagoon, the surface of which undergoes oscillations in unison, because of its relatively large depth (from 12 m in the southern part up to $30-35 \mathrm{~m}$ in the northern part). This differential path the tide of the Gulf of Patras has to take in order to reach the two ends of the Nidova lagoon results in the development of a differential amplitude and a phase lag and therefore a pressure gradient along the Nidova lagoon (Figure 7). This seems to be the key factor that causes the Nidova lagoon to function as a flow-through lagoon, with a concomitantly short time of water renewal, as we shall see in the following.

This analysis was tested by performing a simulation in which we closed the tidal inlet that connects the Nidova and Aetoliko lagoons, so as to block the flushing phenomenon. The result was, anticipating Section 3.2 below, that the residence time for this blocked Nidova lagoon increased to 20 days, as compared to the less than three days when flushing is allowed to occur.


Figure 6. (a) Time series of tidal elevation at selected points along the longitudinal axis of the Messolonghi-Aetoliko lagoons, covering a simulation period from neap to spring tides, (b,c) detail where tidal amplitude decrease and phase lag are revealed during the propagation of the tide in the lagoonal system. The sites of the points are marked in Figure 5.


Figure 7. Sea surface formation during the tidal propagation in the wider area of Nidova lagoon.
If we were to confine our attention to its geometry alone, we would have to classify Nidova, with its two tidal inlets as a restricted lagoon and would have expected, accordingly, its water renewal to be rather slow. The fact that the two inlets of the lagoon are situated on opposite sides of its long axis does not by itself dictate the functioning of the lagoon as a flow-through system, because, as we shall see, nearly the same geometrical setting exists for the Papas lagoon, but there the hydrodynamics impose a radically different forcing. This fact has not been reported in the literature before, and therefore needs closer examination as to the exact circumstances in which it occurs. It seems, however, to be a variation of the famous, in the history of science, precedent of the quasi-periodic currents created by the differential arrival at the Strait of Euripus (between mainland Greece and the island of Evvoia (or Euboea) of the tide moving around Evvoia [32,33]. These currents have been famous since ancient times because they were associated with the name of Aristotle, who, living his last years in Evvoia, became fascinated with them, though he only had partial success in explaining the phenomenon [34,35].

The specific values for the tidal circulation in the Nidova lagoon are as follows. The incoming water, i.e., the exchange flowrate (Figure 8), was computed to range between $8 \mathrm{~m}^{3} / \mathrm{s}$ (neap tides) and $24 \mathrm{~m}^{3} / \mathrm{s}$ (spring tide), with an intermediate value of $\sim 11 \mathrm{~m}^{3} / \mathrm{s}$ (e.g., mean tidal range). Maximum flow velocities of tidal currents of $0.5 \mathrm{~m} / \mathrm{s}$ and $0.4 \mathrm{~m} / \mathrm{s}$ occur in the dredged trench during the flood and ebb phases of the tidal action, respectively. Water velocities were found to diminish rapidly in the submerged open channel, with values of $0.20-0.30 \mathrm{~m} / \mathrm{s}$ at the free surface, while near the bottom these values were decreased to $0.05-0.1 \mathrm{~m} / \mathrm{s}$. In contrast, at the opposite side of the lagoon, i.e., in the neighborhood of the arc stone bridges, a water flow velocity of approximately $0.2 \mathrm{~m} / \mathrm{s}$ developed. To summarize, the numerical predictions show that the Nidova lagoon is being flushed through the south dredged trench, transferring tidal waters from the greater Messolonghi lagoon to the deeper Aetoliko lagoon in the north and back to the Gulf of Patras.


Figure 8. The hydraulic exchange flowrate between the Nidova lagoon and the surrounding waters (i.e., Aetoliko lagoon - tidal inlet 1, Messolonghi lagoon - tidal inlet 2).

In contrast to the Nidova lagoon, the Papas lagoon is subject to a straightforward tidal forcing. It has three tidal inlets: two in the eastern side and one in the northern side of the lagoon, and all of them are exposed immediately to the semidiurnal tide of the Gulf of Patras. The distances between them are small so that both the amplitude and the phase of the tide is practically the same in all three. An instance of the velocity field induced by flood tide in the lagoonal system is depicted in Figure 9, where it can be observed that surface velocities range between 0.5 and $20 \mathrm{~cm} / \mathrm{s}$, except in locations where the flow is strongly affected by the presence of the inlets. The high velocities are especially pronounced at the three inlets and in front of these, since the tidal currents through the narrow inlets flowing into the wide lagoon form a tidal jet, often called a mushroom jet, as it generates a vortex pair. When the tide reverses (ebb flow), the pattern of the flow resembles a radial flow to a sink [36]. The hydraulic exchange flowrate between the lagoon and the Gulf's open waters, via the three tidal inlets, is given in Figure 10. It can be seen that the exchange flowrate for the three inlets ranges between 4-6 m3/s (neap tides) and 7-15 m3/s (spring tide), with an intermediate value of 5-10 m3/s (e.g., mean tidal range).


Figure 9. Cyclonic and anticyclonic gyres that form in the vicinity of tidal inlets in Papas lagoon during the flood tide.


Figure 10. The hydraulic exchange flowrate between the Papas lagoon and the Gulf of Patras.

### 3.2. Residence Time of the Lagoons

### 3.2.1. The Nidova Lagoon

Based on the above description of the tidal hydrodynamics of the Nidova basin, it is clear that the renewal mechanism of its waters differs substantially from the mechanism based on the mere introduction of a volume of water equal to the tidal prism at the first half of the tidal cycle, recirculation and mixing of that volume within the lagoon, and subsequent exit of an almost equal amount in the second half of the tidal cycle. This is because the water introduced from the southern tidal inlet moves northwards and in part exits from the northern inlet into the Aetoliko lagoon, where it mixes with the Aetoliko lagoon waters before proceeding to the second half of the cycle

To produce a value for the residence time scale, the procedure described in Section 2.5 was followed. The result is summarized in Figure 11, from which it follows that renewal is achieved in less than three days.


Figure 11. Spatial distribution of the residence time of the conservative tracer for the Nidova lagoon. Values below 0.5 refer to 0 initial concentration.

It should be stressed again that this specific value depends strongly on the definition of the threshold under which the tracer's value is considered small, so that the timescale value should be used with great care and in conjunction with the desired application. A further note of caution is in order for the specific site we are analyzing. From the above description, it follows that waters that exit the Nidova lagoon mix with the Aetoliko lagoon waters before re-entering in Nidova. Thus, the time scale determined is meaningful as a short-term scale. This is because we base our calculation on the decrease of a substance introduced once into the Nidova lagoon. If, however, substances such as agricultural fertilizers are being introduced intermittently into the Aetoliko lagoon, the result might be a more or less well mixed water volume of a substantial contaminant that would be recirculated within the Aetoliko-Nidova-Messolonghi lagoonal system within each tidal cycle. This might be the reason why, in spite of its impressively low residence time, recurring thick algae blooms have been observed to develop during the last few years in the Nidova lagoon.

The note of caution concerning the definition of the residence time using the standard e-folding value becomes concrete in the following simulated scenario. The effect on residence time of removing the embankment separating the Nidova lagoon from the Messolonghi lagoon was examined numerically. From a purely hydrodynamic point of view, removing the embankment enhanced the circulation, making possible the development of a gyre encompassing both the Messolonghi and the Nidova lagoons (Figure 12). The residence time, however, was not significantly changed, still remaining below three days.


Figure 12. Spatial distribution of the concentration of the conservative tracer for the Nidova lagoon, after the embankment's removal, under the development of an anti-cyclonic gyre.

The above analysis rests on a very important condition that should be underlined. The dredged trench, connecting the southern end of the Nidova lagoon with the Messolonghi lagoon, should remain clear of transported material so as to ensure that the Gulf of Patras-Messolonghi-Nidova-Aetoliko system remains a flow-through system.

### 3.2.2. The Papas Lagoon

The numerical results showed that the residence time in the water body exhibits a strong spatial variation. In the region located in front of the inlets, rapid mixing occurs and these areas have the shortest residence time ( $\sim 5$ days). The southern, somewhat isolated shallow region and also the deeper central-western region, which is relatively far from the inlets, seems to remain at a near
stagnation state for significant time intervals, having a residence time of more than 40 days (Figure 13). The hydrodynamic gyres due to tidal action cause a conservative tracer to be trapped between the two openings in the eastern side of the lagoon. In the middle area of the eastern openings, a rather unexpectedly high residence time appears. This area seems to be at a near stagnation state, having a residence time of approximately $25-30$ days. It is worth noting that it is in this area, i.e., in the vicinity of tidal inlets, that the dystrophic crisis occurred in June 2012 [18], showing that the high residence time in this area is not incompatible with the local initiation of dystrophic phenomena.

Finally, it is worth noting that the northern tidal inlet and the lower of the two eastern inlets are geometrically in nearly opposite positions. This lagoon, however, does not function as a flow-through lagoon because the tidal hydrodynamics do not favor it. In other words, the tide arrives simultaneously at all the inlets, with no substantial difference in amplitude. This is the reason why the opening of the middle inlet in 1992 [18] made only a limited contribution to the renewal of the waters of the Papas lagoon.


Figure 13. Spatial distribution of the residence time of the passive tracer for the Papas lagoon. Values below 5 outside the lagoon refer to 0 initial concentration.

## 4. Conclusions

Restricted lagoons suffer from long residence times, which result because of the limited tidal hydraulic exchange between the lagoon and the adjacent open water body (the ocean). The present study documented, however, that this state is not solely a result of the geometry of the lagoon, but also of the intricacies of the tidal hydrodynamics, making credible the term "hydrodynamic geometry". This term is meant to signify that if the geometry is in the right relation with the tidal forcing applied at different tidal inlets of the lagoon, the result may be the creation of a flow-through system, which flushes the lagoon waters considerably more efficiently that the slow process of tidal prism exchange and mixing in successive tidal cycles. An example of the former is the Nidova lagoon, and the Papas lagoon of the latter: both are situated in Western Greece and forced by the same tide of the Gulf of Patras. The creation of strong currents because of the differential arrival of the tide at different locations is not as exotic as it might seem since it has also been known to happen in open waters, as in the well-known Evripos straits. This advantage, in terms of flushing rate, should therefore be taken into account whenever possible when deciding the opening of an additional tidal inlet in a lagoon in order to enhance its flushing rate.
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#### Abstract

A series of measurements in a flume with a particle-tracking system in three dimensions applied to breaking waves is used to analyse the structure of turbulence with a full set of variables that usually are available only in numerical simulations. After extracting turbulence, in addition to the standard analysis aiming to quantify the fluxes, i.e., the time-average and the phase-average levels of turbulence and vorticity (details are given in two former papers), a more in-depth description of the structure of turbulence Reynolds stress tensor is given, focussing on the invariants evolution in time and in the vertical. A relation between the components of the Reynolds stress tensor and of the dissipation tensor is depicted. This relation is finalised to possible models of turbulence in breaking waves.
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## 1. Introduction

Breaking waves are rarely adopted as a flow field for modelling turbulence due to the unsteadiness and to the complexity of the phenomena taking place, enhanced by vorticity and turbulence generation and evolution during breaking and near the bottom. While the phenomena at the bottom are relevant in shallow water, the phenomena near the free surface are always relevant, even though with different level of importance depending on the stage of breaking evolution. Vorticity injection is addressed (i) to surface curvature plus the effects of boundary conditions at the interface (Longuet-Higgins, 1992 [1]); (ii) to the sharp curvature of the interface (Lin and Rockwell, 1994 [2]); (iii) to deceleration of the free surface before breaking (Dabiri and Gharib, 1997 [3]). Vorticity is often accompanied by turbulence even in cases where the classical air entrapment of the breaker is not observed. Turbulence is the final stage of energy transfer in sea gravity waves and marks the evolution of a low entropy system (gravity waves in non breaking conditions) to a high entropy system (broken waves). This evolution is accompanied by several phenomena of practical interest, like enhanced diffusion of heat, chemicals, gases, pollutants, currents generation, action on the sand bottom to activate sediment transport, or spray diffusion in the atmosphere. We notice that the energy budget of the incoming waves is generally not dominated by dissipation at viscous level (the final stage of turbulence action at a molecular scale, with the generation of heat), but is also based on transfer toward large scale features as long-shore and cross-shore currents, free (unbounded) long waves escaping offshore, edge waves trapped in the nearshore, and macro eddies at the wave length scale. In this respect, the analysis of turbulence structure in breaking waves helps the comprehension of all these new flow field structures, but at the same time it is more complex with respect to many other turbulence fields. Very recent contributions to the description of the flow field structure in waves and breaking waves are due to Grue and Kolaas, (2017) [4], who applied particle tracking velocimetry (in two-dimensional space, 2D) in non-breaking periodic laboratory
waves to estimate the Lagrangian drift velocity, and to Smith et al., (2017) [5], who studied plunging breakers on a sloping beach (in 2D) with Particle Image Velocimetry, paying attention to air bubbles geometry and dynamics. The threshold of onset of breaking is still under scrutiny, since there are numerous phenomena affecting the process. In this respect, the analysis by Barthelemy et al., (2015) [6], has been recently extended by Saket et al., (2017) [7] to include deep water wave groups with or without wind action.

The models of turbulence generation and evolution are based on observations, detailed measurements, and direct numerical simulation (DNS) (see also Deike et al., 2016 [8] and the recent paper by Deike et al., 2017 [9]). The dissipation in unsteady breaking waves has been parametrized by Drazen et al., (2008) [10], who found a dissipation per unit length of breaking crest proportional to $\rho_{w v} g c^{5}$, being $\rho_{w}$ the mass density of water, $g$ the gravity acceleration, and $c$ the phase speed. A huge effort in measuring the flow field characteristics in breaking surface waves and in analysing the turbulence characteristics (in 2D) is documented in Drazen and Melville, (2009) [11]. In particular, many models for turbulence have been developed by analysing the structure of the Reynolds stress tensor and of the dissipation tensors, which can be obtained only with DNS. These tensors carry information about the "componentality" of turbulence, i.e., the strength of turbulence with direction, and are local estimators. Other tensors are non-local estimators and depict the "dimensionality" of turbulence and account for the space structure of fluctuations (Reynolds, 1989 [12], Stilyanou et al., 2015 [13]). The study of the invariants of these tensors is of interest since their relative strength can be adopted to develop models based on a functional dependence.

The availability of three-dimensional measurements of fluid velocity with particle tracking methodology allows for the first time a direct evaluation of these tensors. The aim of the present work is (i) the identification of the level of isotropy/anisotropy in the turbulence by analysing the Reynolds stress tensor and the dissipation tensor; and (ii) the individuation of the functional dependence between the components of these tensors. A feature of anisotropic Reynolds stress flows is the presence of organized flow structures. It is true in wall boundary layers (Robinson, 1991 [14]) and in free surface boundary layers (Longo, 2010 [15]), and is expected to be true also in the region beneath the free surface in breaking waves.

In the present work we focus on the structure of turbulence. The experimental layout, the experiments, and the data analysis are detailed in Clavero et al., (2016) [16], and are shortly described herein. The vorticity dynamics has been analysed in depth in Chiapponi et al., (2017) [17].

The paper is structured as follows. Section 2 briefly describes the experimental layout and the experiments, Section 3 explains the methodology for data analysis. Section 4 is devoted to the analysis of the Reynolds stress and dissipation tensors. Section 5 gives the Conclusions.

## 2. Experimental Set-Up and Experiments

A series of experiments were planned in the wave flume of the Andalusian Institute for Earth System Research (IISTA), Universities of Granada and Cordoba, in Granada. An artificial slope of 1:10 with a berm of stones and plastic blocks was realized in order to force the breaking section, see Figure 1, with a still-water depth in front of the paddle of 43 cm . Reflection was controlled with an active absorption system (AWACS).

A three-dimensional (3D) Particle Tracking Velocimetry system (V3V by TSI Inc., USA) was used for measuring the velocity in a volume of $\approx 14 \times 14 \times 10 \mathrm{~cm}^{3}$. The volume of measurement was enlightened by a laser, and three cameras ( $2048 \times 2048$ pixels) generated three pairs of 12-bit images, with a time delay between two images of each pair of $100 \mu \mathrm{~s}$. The frequency of V3V was 7.25 Hz , with 10 or 13 shots per each period for waves with $T=1.5 \mathrm{~s}$ and 2.0 s , respectively. Each experiment contained 10 cycles, with a total of 100 and 130 shots. The overall accuracy in velocity measurements is $0.1 \mathrm{~cm} / \mathrm{s}$ for the cross-shore and the vertical direction, and $0.4 \mathrm{~cm} / \mathrm{s}$ for the alongshore velocity component.


Figure 1. The experimental flume adopted for the tests: (a) side view of the flume; (b) layout of the bar and of the volume of measurement; (c) top view showing the cameras of the V3V system. The still water depth in the mid section of the bar $(X=1050 \mathrm{~cm})$ is $d=28 \mathrm{~cm}$. The dot line indicates the still water level, the dashed line is the mean water level $\bar{\eta}$ (wave set-up or set-down). Dimensions are in centimeters.

The surface elevation during tests was measured in several sections using Ultrasonic probes (UltraLab ${ }^{\circledR}$ USL 80D by General Acoustics, Kiel, Germany, sensor model USS635), with an accuracy on the instantaneous water level measurements equal to $\pm 0.5 \mathrm{~mm}$.

The main parameters of the experiments are listed in Table 1.
Table 1. Parameters of the tests. $H_{0}$ is the target wave height (almost coincident with the generated wave height), $T$ is the wave period and $H_{0} / L_{0}$ is the deep-water wave steepness. $\xi_{0}=\tan \alpha / \sqrt{H_{0} / L_{0}}$ is the Iribarren number ( $\alpha$ is the bed slope), $h=d+\bar{\eta}$ is the mean water depth in the section of measurements, $\bar{\eta}$ is the wave set-up, and $H_{b-r m s}, H_{b-1 / 3}$, and $H_{b-\max }$ are the root-mean-square wave height, the mean of the highest third of the waves, and the maximum wave height, respectively, all referred to as the statistics of the breakers. $d_{i}$ and $d_{e}$ are the still-water depth at the internal and external toe of the bar, respectively, $B$ and $B^{\prime}$ are the width of the crest and the total width of the bar. The still-water depth in front of the paddle is 43 cm and the breaking section is D at $X \approx 1138 \mathrm{~cm}$, with a still-water depth $d=19.2 \mathrm{~cm}$.

| Exp. | $H_{0}$ <br> $(\mathrm{~cm})$ | $T$ <br> $(\mathbf{s})$ | $H_{0} / L_{0}$ | $\xi_{0}$ | $h$ <br> $(\mathrm{~cm})$ | $\bar{\eta}$ <br> $(\mathbf{c m})$ | $H_{b-r m s}$ <br> $(\mathbf{c m})$ | $H_{b-1 / 3}$ <br> $(\mathbf{c m})$ | $H_{b-\max }$ <br> $(\mathrm{cm})$ | $d_{i} / L_{0}$ | $d_{e} / L_{0}$ | $B / L_{0}$ | $B^{\prime} / L_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1b | 6 | 1.5 | 0.017 | 0.765 | 19.2 | 0.0 | 5.7 | 6.2 | 6.3 | 0.060 | 0.109 | 0.199 | 0.456 |
| 2b | 7 | 1.5 | 0.020 | 0.708 | 19.4 | 0.2 | 7.4 | 8.1 | 8.7 |  |  |  |  |
| 3b | 8 | 1.5 | 0.023 | 0.662 | 19.6 | 0.4 | 8.0 | 8.6 | 8.8 |  |  |  |  |
| 4b | 9 | 1.5 | 0.026 | 0.624 | 19.7 | 0.5 | 8.7 | 9.2 | 9.9 |  |  |  |  |
| 5b | 10 | 1.5 | 0.028 | 0.592 | 19.8 | 0.6 | 9.2 | 9.9 | 10.4 |  |  |  |  |
| 6b | 6 | 2 | 0.010 | 1.020 | 19.4 | 0.2 | 6.1 | 6.3 | 6.5 | 0.034 | 0.061 | 0.112 | 0.256 |
| 7b | 7 | 2 | 0.011 | 0.944 | 19.4 | 0.2 | 7.6 | 8.3 | 8.7 |  |  |  |  |
| 8b | 8 | 2 | 0.013 | 0.883 | 19.5 | 0.3 | 9.0 | 9.6 | 10.4 |  |  |  |  |
| 9b | 9 | 2 | 0.014 | 0.833 | 19.6 | 0.4 | 10.3 | 11.2 | 12.8 |  |  |  |  |

## 3. Data Analysis and Visualization

The raw signal was elaborated by applying operators expressing different kind of averages. The phase-average for the variable $a$ is

$$
\begin{equation*}
\widetilde{a}=\frac{\sum_{i=1}^{N} a(t+i T)}{N} \tag{1}
\end{equation*}
$$

where $T$ is the period of the signal and $N$ is the number of cycles. The time-average is defined as

$$
\begin{equation*}
\bar{a}=\frac{\sum^{N} a}{N} \tag{2}
\end{equation*}
$$

and the phasic-average is defined as

$$
\begin{equation*}
<a>=\frac{\sum^{N} a \phi}{\sum^{N} \phi} \tag{3}
\end{equation*}
$$

where $\phi=1$ and $\phi=0$ if water is present or absent, respectively. The relative volume of water is $\alpha=\sum^{N} \phi / N$ and $\alpha=1$ below the (minimum) trough level, and $\alpha=0$ above the (maximum) crest level. The phasic-average is always greater than and equal to the time average if $\alpha<1$ and $\alpha=1$, respectively.

The phasic-phase-average is also defined as

$$
\begin{equation*}
<\widetilde{a}>=\frac{\sum_{i=1}^{N} a(t+i T) \phi}{\sum^{N} \phi} \tag{4}
\end{equation*}
$$

For simplicity and for more consistency, in the present analysis we refer to "vertically integrated" data, meaning data phasic-averaged in the vertical, and "cycle integrated" equivalent to a time-average or a phasic-average according to the indications. Figure 2 shows the shape of the wave at the breaking section for all the experiments.
(a)

(b)


Figure 2. Wave profiles in the section of velocity measurements (Section D) for (a) the tests with $T=1.5 \mathrm{~s}$, and (b) the tests with $T=2.0 \mathrm{~s}$. The dashed lines limit the $\pm 1$ standard deviation band for the sample of 10 wave cycles during velocity acquisition.

The first problem is the separation of periodic (organized) components and fluctuating (turbulent) components. First (i) a principal orthogonal decomposition (POD) is applied to the time series of the spatial measured velocity in order to detect the most energetic contributions; (ii) then a cut-off number of components is chosen in order to eliminate disturbances and the reconstructed time series with a limited number of modes is used for the computations. The details are reported in Clavero et al., (2016) [16]. The results are presented as average in the cross-shore and alongshore directions, obtaining a single profile in the vertical per shot as average of $\approx 800$ profiles. If the results are further phase averaged over 10 and 13 cycles, each profile in the vertical is the average of $\approx 8000$ and $\approx 10,500$ profiles, a very large sample which guarantees an adequate accuracy of the statistical estimators.

Figure 3 shows the instantaneous measured velocity, the phase-averaged and the fluctuating velocity for a single snapshot of Experiment 6b.


Figure 3. Experiment 6b, a single snapshot in a sequence of 13 shots of the first measured wave cycle. (a) Instantaneous velocity in the midplane of the flume $(z=0)$; (b) phase-averaged velocity; (c) velocity vectors difference (fluctuating velocity) between the instantaneous velocity and the phase-averaged velocity. Only velocity components in the $x-y$ plane are shown. The inset depicts the surface elevation time series, with the symbols indicating the time of the shot. (modified from Clavero et al., 2016 [16], with permission).

## 4. Turbulent Stress Invariants Analysis and Relation with the Dissipation Tensor

The anisotropy Reynolds stress tensor is defined as

$$
\begin{equation*}
a_{i j}=\frac{u_{i}^{\prime} u_{j}^{\prime}}{2 k}-\frac{1}{3} \delta_{i j} \tag{5}
\end{equation*}
$$

where $k=(1 / 2) u_{i}^{\prime}, u_{i}^{\prime}$ is the turbulent kinetic energy, $i, j=1,2,3$ are the spatial components and $\delta_{i j}=0$ if $i \neq j, \delta_{i j}=1$ if $i=j$ is the Kronecker delta. Perfect isotropy gives a tensor with null diagonal elements.

Figure $4 \mathrm{a}, \mathrm{b}$ show the most representative elements $a_{i j}$ for the four phases across breaking, for Experiment 6 b and Experiment 9 b , respectively (the less and the most energetic breaking conditions).

In Experiment 6b, turbulence is largely oriented in plane 1-2 (cross-shore-vertical), with the 3rd component (longshore) carrying a modest fraction of the total kinetic energy. The changes of the structure due to breaking are modest and mainly limited to an increment of turbulent kinetic energy (TKE) in the 3-direction. In Experiment 9b there is a clear evolution of the tensor before and after breaking. In phase 2 a significant axisymmetric structure develop with axis along the 3-direction.


Figure 4. The main elements of the anisotropy tensor $a_{i j}$ for four phases across breaking. (a) Experiment 6 b; (b) Experiment 9b. The element $-a_{12}$ is shifted downward, and only one experimental data of two is shown for an easy visualization.

A useful tool to analyse the structure of turbulence is given by the Lumley triangle, which contours all the Reynolds anisotropy stress tensor invariants (Lumley, 1978 [18]). For an incompressible flow, the three invariants of the anisotropy tensor are

$$
\begin{align*}
& I_{1}=u_{i}^{\prime} u_{i}^{\prime} \\
& I_{2}=\frac{1}{2}\left(u_{i}^{\prime} u_{j}^{\prime}\right)\left(u_{j}^{\prime} u_{i}^{\prime}\right)  \tag{6}\\
& I_{3}=\operatorname{det}\left(u_{i}^{\prime} u_{j}^{\prime}\right)
\end{align*}
$$

and they are bounded by limits related to the state of turbulence. For instance, $I_{2}=I_{3}=0$ is the definition of isotropic turbulence; while $I_{3}=3 / 27, I_{2}=-1 / 3$ represents one-component turbulence, and $I_{2}=-3\left(1 / 27+I_{3}\right)$ represents two-component turbulence. In most cases the modified expressions for the invariants, $I_{2 a}=-2 I_{2}$ and $I_{3 a}=3 I_{3}$, are adopted.

A different synthetic representation of the level of anisotropy of turbulence is obtained through the eigenvalues of the anisotropy Reynolds tensor. Let $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ be the three eigenvalues in descending order, the tensor can be expressed as a linear combination of the three tensors of a basis (see Banerjee et al., 2007 [19]) with coefficients given by

$$
\begin{align*}
& C_{1 c}=\lambda_{1}-\lambda_{2} \\
& C_{2 c}=2\left(\lambda_{2}-\lambda_{3}\right),  \tag{7}\\
& C_{3 c}=3 \lambda_{3}+1
\end{align*}
$$

and satisfying the normalizing condition $C_{1 c}+C_{2 c}+C_{3 c}=1$. These coefficients are used to plot a barycentric map according to the following transformation (see Banerjee et al., 2007 [19])

$$
\begin{align*}
& x=C_{1 c} x_{1 c}+C_{2 c} x_{2 c}+C_{3 c} x_{3 c}  \tag{8}\\
& y=C_{1 c} y_{1 c}+C_{2 c} y_{2 c}+C_{3 c} y_{3 c}
\end{align*}
$$

where $\left(x_{1 c}, y_{1 c}\right),\left(x_{2 c}, y_{2 c}\right),\left(x_{3 c}, y_{3 c}\right)$ are the coordinates of three arbitrary basis points. Usually the barycentric map is an equilateral triangle.

Figure 5 shows the structure of turbulence in Experiment 6 b represented in a Lumley map and in a barycentric map, with data averaged in horizontal layers $0.4-\mathrm{cm}$ thick, for the first four phases of the first wave cycle. Breaking appears between phase 2 and phase 3. In all of the analysed phases, turbulence has three different components and is anisotropic. At the wave crest and near the free surface, the turbulence is almost one-component turbulence, with only the cross-shore component.

Figure 6 shows the structure of turbulence in Experiment 9b, with breaking between phase 1 and phase 2. Again, turbulence is three-component and in general the distance from isotropy is smaller for the deepest levels, toward the bottom. An exception is phase 3, after breaking, in which the levels near the free surface have a degree of isotropy larger than that of the levels toward the bottom. The scenario is coherent with the turbulence in the breaker being mainly one dimensional (in the $x$ direction) and with a fast return to isotropy. This fast return can be attributed partially to the fluctuating pressure acting to redistribute the energy amongst the three components, and partially to the transport toward the bottom of the most energetic components, which in turn are responsible of the increase in anisotropy in the deep layers. This mechanism of exchange of anisotropy between different vertical layers can be observed only for the highest waves of the set of experiments (Experiment 5b -not shown- and Experiment $9 b$ ) and is much less evident for the less energetic breakers.

An anisotropy measurement suggested by Lumley and Newman (1977) [20] is $F=1+9 I_{2}+27 I_{3}$, which varies between $F=0$ for a two-component turbulence, and $F=1$ for the three-component isotropic turbulence. Figure 7 shows the invariant function $F$ for two experiments, five phases across breaking, first cycle.


Figure 5. Experiment 6 b , first four phases (crosses, circles, squares and stars), first wave cycle. (a-c) Lumley map; (b-d) barycentric map based on scalar metrics which are functions of eigenvalues of the second order stress tensor describing turbulence. The values are averaged in horizontal layers. The insets show the phase, the arrows indicate the deepest point, with data 0.4 cm apart. Only one point of three is plotted for a clear visualization.


Figure 6. Experiment 9b, see Figure 5 for caption.
(a)

(b)


Figure 7. Invariant function $F=1+9 I_{2}+27 I_{3}$ for the first five phases. (a) Experiment 6b; (b) Experiment 9b.

The flow organization reasonably influences the small scale turbulence structures, inducing isotropy or anisotropy in the dissipation rate (Antonia et al., 1994 [21], Mansour et al., 1988 [22]). The structure of dissipation rate is depicted by the following tensor

$$
\begin{equation*}
\epsilon_{i j}=2 v u_{i l}^{\prime} u_{j l}^{\prime} \tag{9}
\end{equation*}
$$

with its anisotropic form

$$
\begin{equation*}
e_{i j}=\frac{\epsilon_{i j}}{2 \epsilon}-\frac{1}{3} \delta_{i j}, \tag{10}
\end{equation*}
$$

where $v$ is the kinematic viscosity and $\epsilon=(1 / 2) \epsilon_{i i}$ is the average dissipation rate of TKE.
This tensor has been considered as a significant element in the attempts to model Reynolds stresses, since $a_{i j}$ and $e_{i j}$ are likely to be related at least in some categories of flow. Figure 8 show the main components of the anisotropic dissipation tensor for two experiments. Again for the most intense breaking wave the dissipation tensor is largely anisotropic, with the main term in the cross shore direction immediately after breaking. The overall relation between the two tensors is depicted in Figure 9, where the invariant function $F$ for the anisotropy Reynolds tensor $a_{i j}$ is compared with the corresponding invariant $F_{\text {diss }}=1+9 I_{2}+27 I_{3}$ for the anisotropy dissipation tensor $e_{i j}$. For Experiment $\mathrm{1b}-6 \mathrm{~b}$ (low energy breaking) there is a proportionality between $F$ and $F_{\text {diss }}$, with dissipation more isotropic $\left(F_{\text {diss }} \rightarrow 1\right)$ than turbulence, and with $F_{\text {diss }} \approx 1.85 F$. For Experiments $5 \mathrm{~b}-9 \mathrm{~b}$ (high energy breaking) the data are much more dispersed. The dissipation tensor is still more isotropic than turbulence, but there is no evident correlation with the level of isotropy of turbulence tensor. Surprisingly, the coherence is still present only for data measured above the still water, in the breaker crest. All these analyses refer to macroturbulence, since the data resolution in space and time of the measurements does not allow an in-depth analysis of the behaviour at the microscales.

Several data in literature show that a relationship holds between the components of the anisotropy Reynolds tensor and of the anisotropy dissipation tensor. The shape of the relation is strictly dependent on the flow field and has been described as linear in wall boundary layer (see Antonia et al., 1994 [21]). Also in the present experiments a linear function is forecast for the low energy breaker in Figure 10a-c, with a coefficient of proportionality almost equal for the three main components. We expect that the
coefficient is function of the ratio between the turbulence microscale $\lambda$ and the integral macroscale $\Lambda$ (see, e.g., Tennekes and Lumley, 1972 [23], Longo, 2010 [15]), which in the present experiments is related to the intensity of the breaker. However, very energetic breakers show a poor coherence between the components of the two tensors, see Figure 10d-f.


Figure 8. The main elements of the dissipation anisotropy tensor $e_{i j}$ for four phases across breaking. (a) Experiment 6b; (b) Experiment 9b. The element $-e_{12}$ is shifted downward, and only one experimental data of two is shown for an easy visualization.


Figure 9. Comparison of the invariant function of the turbulence and of the dissipation tensors for the first five phases. (a) Experiment 1b; (b) Experiment 2b; (c) Experiment 6b; (d) Experiment 9 b . The dashed curve is the interpolating line. Gray symbols refer to measurements above the still water level.


Figure 10. Relation between $a_{i i}$ and $e_{i i}$. (a-c) Experiment 6b; (d-f) Experiment 9b. The dashed curves are the interpolating lines.

## 5. Conclusions

We have analysed the anisotropy of the Reynolds stress and of the dissipation tensors with a unique dataset of measurements in breaking waves. The anisotropy is quantified by the invariants and is relatively high during all phases and more evident for the most energetic breakers. For low energy breakers, anisotropy is minor in the dissipation tensor than in the Reynolds stress tensor, with $F_{\text {diss }} \approx 1.85 F$ ( $F \rightarrow 1$ means perfect isotropy). For high energy breakers, the dissipation tensor still has an adequate level of isotropy, the Reynolds stress tensor is biased toward anisotropy.

The relationship between the main components of the two tensors is a simple proportionality for low energy breaker. That means that some classical models of turbulence are still applicable. For high energy breakers the relationship looks much more complex, and no simple model can be suggested.

The unique availability of these experimental data has allowed an in depth analysis following the same path adopted for DNS data. However, we expect that the dissipation tensor is affected by the limited space resolution of the data, and both tensors are affected by the limited time resolution, hence the presented results should be evaluated in the light of these limitations.

Beyond the application of well known models for turbulence estimation, there is the important novelty of huge experimental data set for calibrating these models. This data set are a step ahead toward the detailed interpretation of the fundamental mechanisms of turbulence generation, evolution and dissipation.

As a development of data analysis there is the evaluation of the "dimensionality" elements of turbulence. This is left to future work.
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